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ABSTRACT

Offshore wind has great potential for coming years, with the EU-27 countries targeting to nearly
quadruple their current capacity of 16.1 GW (end of 2022) to 60 GW by 2030 [Rab23]. Within
this field, floating offshore wind turbines (FOWTs) have become an area of great interest due to
their capability to operate in greater water depths with higher and steadier wind speeds, achiev-
ing significantly higher capacity factors than bottom-fixed turbines, as evidenced in [Equ21]. To
facilitate the further development of those floating structures, there is need for reliable numeri-
cal software capable of accurately predicting their dynamic behaviour. Furthermore, analysing
these systems presents a significant challenge due to the high complexity of the aero-hydro-
servo-elastic model, which establishes a coupling between the hydrodynamics of the floater, the
structural dynamics and aerodynamics of the turbine, the dynamics of the mooring lines and the
complex control system that combines all these aspects.

The objective of this thesis is to identify which modelling parameters are of importance for an
accurate evaluation of a floating wind turbine’s dynamic behaviour in the basic design stage,
with the ultimate goal of creating a simplified model that accurately reflects the turbine’s dy-
namics, while reducing computational expenses. A 3D diffraction and radiation software is used
to conduct frequency analyses during conceptual design and results are utilised as inputs for the
basic design stage, where a time domain finite element dynamic analysis is performed. An ex-
isting model is employed as the reference, and different environmental load cases are utilised to
form the design space in which modifications are tested.

The semi-submersible floater concept is utilised for this study, as it offers benefits such as a low
life cycle cost, a simple and cost-efficient float-out process, and a suitability for a wide range
of water depths, as detailed in [LKC18] and [Mai+20]. Nacelle acceleration, platform pitch and
tower base bending moment prove useful to determine the accuracy of the dynamic analysis,
for which the OrcaFlex software is chosen, while simulation duration is used as a metric for
computational cost. A sensitivity analysis reveals that small variations in modelling parameters
can result in significant changes in dynamic outputs. Additionally, the intricate interrelationship
among diverse domains, encompassing aerodynamics, structural dynamics, and hydrodynam-
ics, is emphasised. The simplified turbine model created in this study provides a good overview
over the system dynamics while reducing computational costs significantly. It is well-suited for

the comparison of different floater layouts, allowing for rapid, reasonably accurate results.
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Figure 1: Scope and graphical representation of the simplified turbine model
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1 INTRODUCTION

1.1 Offshore Wind

In the current context of volatile energy markets characterised by concerns over energy sup-
ply and the imperative to reduce greenhouse gas emissions, the electricity sector is undergoing
a transition towards more sustainable and independent power generation. Expanding offshore
wind energy represents a viable solution to address these challenges. The International Energy
Agency (IEA) conducted an extensive analysis, as documented in their 2019 report [[EA19],
revealing a global technical potential for offshore wind power generation that exceeds 420,000
TWh per year. This estimate surpasses the current global power demand by over 18 times, in-
dicating the immense untapped potential of offshore wind resources. Despite being a relatively
young technology, with more than 90% of the EU’s capacity installed within the past decade,
offshore wind projects are rapidly emerging worldwide. Europe, in particular, stands out as a
key player in the sector, with targets to increase the North Sea offshore capacity to 76 GW by
2030 and 260 GW by 2050 ([Rab23]).

Offshore wind offers numerous benefits, as highlighted in [@rs23]. Firstly, it is a renewable
and clean energy source that reduces dependence on foreign fossil fuel supplies. In addition,
offshore wind has distinct advantages over onshore wind. It minimises visual and acoustic pol-
lution, which often poses acceptance issues for onshore wind parks. Moreover, the vast available
space offshore does not interfere with other forms of land use. Furthermore, wind conditions at
sea are more favourable for energy generation. Offshore wind experiences stronger, more con-
sistent winds with less turbulence compared to onshore locations. This translates into higher and
more reliable power generation. Offshore wind also facilitates the scalability of wind turbines.
The transportation of larger towers and blades by ships enables the construction of bigger wind
turbines, leading to increased power generation capacity. Another significant advantage is the
proximity of many major cities and densely populated areas to the sea. This geographical ad-
vantage ensures that offshore wind energy sources are conveniently located close to the areas

with high electricity demand, reducing transmission losses and improving energy availability.

1.2 Potential of Floating Offshore Wind Turbines

According to [Drs22], realising the full potential of offshore wind energy requires the imple-

mentation of floating foundations for offshore wind turbines. This approach has the potential to



exploit up to 80% of the world’s offshore wind resources by deploying turbines in deeper wa-
ters with more favourable wind conditions. Findings from [LKC18] indicate that a significant
proportion of European seas (80%), US oceans (60%), and Japanese oceans (80%) have consid-
erable depths exceeding 60 meters, making them unsuitable for bottom-fixed turbines. Figure
2 visually represents the prospective expansion of offshore wind energy to regions such as the
Spanish Atlantic coast and the Mediterranean Sea through the deployment of floating offshore
wind turbines (FOWTs).
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Figure 2: Sites suitable for bottom fixed and floating offshore wind turbines [Drs22]
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Equinor’s Hywind projects serve as a notable example highlighting the potential of floating wind
turbines. In 2009, Equinor launched the world’s first floating wind turbine, the Hywind Demo,
with a capacity of 2.3 MW. Subsequently, in 2017, they established the world’s first floating
wind farm, Hywind Scotland, consisting of five 6 MW turbines [Equ23a]. Completed in 2022,
the Hywind Tampen project is now the world’s largest floating wind farm, featuring 11 turbines
with a capacity of 8 MW each [Equ23b]. The performance of Hywind Scotland underscores the
superiority of floating wind turbines compared to their fixed-bottom counterparts by using the
capacity factor, which is the ratio of the actual energy output to the maximum potential output.
According to [Equ21], Hywind Scotland achieved the highest average capacity factor of any
wind farm in the UK in each of the three years after its initial operation. Over this period, the
average capacity factor was 54%, surpassing the average offshore wind capacity factor in the
UK, which stands at around 40%.

[Drs22] highlights the significant advancements made in the cost competitiveness of seabed-

fixed offshore wind turbines over the past decade. Initially, this technology had a higher levelized
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cost of energy (LCOE) compared to the average market rates, making it economically non-
competitive. However, through standardisation, optimisation, and industrialisation, economies
of scale have been achieved, resulting in a remarkable cost reduction of over 65%. According to
[Equ21], a similar cost reduction trend is observed in the Hywind project, as illustrated in figure
3, showing the evolution and future predictions of the LCOE. From the Demo stage to Hywind
Scotland, there was a 70% reduction in capital expenditure (CAPEX) per MW. Subsequently,

the next stage, Hywind Tampen, witnessed a further 40% decrease.
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Figure 3: Levelized cost of energy for floating and bottom-fixed offshore wind turbines [Equ21]

According to [Equ21], despite the consistent cost improvements in floating offshore wind tech-
nology, Equinor predicts that this technology will only become economically competitive when
wind farms larger than 500 MW are introduced. This perspective is supported by [Drs22], which
emphasises the importance of standardisation and supply chain investments to enable economies
of scale and cost reduction in the industry. The study predicts that with these advancements, the

technology could become cost-competitive by the early 2030s.

1.3 Challenges for Floating Offshore Wind

The growth of floating offshore wind technology is characterised by numerous challenges, which,
according to [Goa23], are dominated by bottlenecks in the supply chain. As explained in [Rab23],
infrastructure investments are essential for meeting governmental targets for the expansion of

floating offshore wind. As mentioned in [LKC18] and illustrated in [Que23], there is a wide



range of available concepts, with over 40 prototypes currently in the market; a summary of
which is provided in appendix C.1. The existence of numerous concepts and the uncertainty sur-
rounding which technology will dominate in the coming years present a significant challenge for
industry and shipyards. This uncertainty creates difficulty in determining the necessary prepa-
rations and investments required for future development, which would be so desperately needed
according to [Drs22].

To achieve the desired scale-up, choices need to be made about the type of floating foundations
to target, so that decisions can be made about which facilities to invest in. In [Goa23] it is stated
that besides the economic aspect, a fundamental factor that will strongly influence the selection
of the foundation is its motion performance in relation to the environmental conditions. It will
be of importance to compare the dynamics of different layouts and to perform optimisation in
order to obtain the floater that is best adapted to the specific configuration. However, performing
dynamic analyses poses major challenges. On one hand, according to [Far+22], simulations are
complex and time-consuming due to the high complexity of the aero-hydro-servo-elastic model,
which is discussed in the literature review in section 3. On the other hand, class society requires
an important number of load cases to be investigated (see appendix C.4), making the process

even more demanding in terms of time.

1.4 Objective and Structure of the Paper

Given the above-mentioned challenges posed by the time-intensive nature of the dynamic sim-
ulations, this study seeks possibilities to reduce computational time while retaining sufficient
accuracy for comparison between distinct concepts and layouts. It is important to notice that
the aim is not to develop the most accurate model, but one that allows for rapid and reasonably
accurate outcomes.

The study starts with the selection of a specific floater type in section 2, grounded in a compre-
hensive literature review, which serves as a foundational point for the following analyses. Sub-
sequently, section 3 conducts a literature review, exploring different methods for numerically
modelling FOWTs, with special emphasis on design parameters influential to the chosen floating
substructure. The study progresses with a software selection in section 4, followed by outlining
the simulation procedure’s structure in section 5. Delving into operational principles, control
mechanisms, and dynamic effects encountered in wind turbines, section 6 lays the groundwork

for constructing the simplified models. Section 7 deals with diverse model enhancements and



examines the significance of various modelling parameters on turbine dynamics. The main focus
of the study is reached in section 8, where the primary goal of creating a simplified model with
a significant reduction in computational time is realised. Finally, section 9 provides a summary
of key findings and section 10 presents the main conclusions. Subsequently, section 11 suggests
future avenues of research. Supporting the main content, three appendices provide theoretical
background (appendix A), supplementary information reinforcing decisions (appendix B), and
a database (appendix C).

In addition to its primary aim of developing a simplified model for computational efficiency,
this research carries a secondary objective of yielding valuable insights for the technical depart-
ment of Allseas, the offshore company at which the study is performed. The research enhances
the company’s understanding about floating wind in general, providing detailed explanations
about the different concepts and exploring upcoming projects. Furthermore, investigations are
performed into how the turbine’s dynamics can be modelled, which theorems are used and which
particularities are encountered. Moreover, detailed theoretical insights into various concepts are
provided, particularly in appendix A, including discussions on topics like wind spectra or the
Blade Element Momentum Theory. Additionally, exploration extends to the integration of ex-
ternal Python functions within OrcaFlex software, as well as developing strategies for the au-

tomation of both, simulations and analyses.



2 CHOICE OF FLOATER TYPE

2.1 Introduction

In order to streamline the study, it is necessary to select a specific floater type among the various
concepts available. This selection process involves a detailed explanation of the different con-
cepts and a comprehensive literature review to determine the most promising floater for future
development. The chosen substructure will then serve as the basis for the subsequent analysis

of modelling parameters and model simplifications.

2.2 The Different Concepts

Floating support structures for offshore wind turbines can be classified based on their primary
mechanism for achieving static stability, as outlined in [LKC18]. These include ballast sta-
bilised, waterplane (or buoyancy) stabilised, and mooring stabilised mechanisms. Ballast sta-
bilised concepts utilise a large weight located deep within the floating system to lower the centre
of gravity below the centre of buoyancy, creating a stabilising righting moment that counters ro-
tational displacements. In contrast, waterplane stabilised concepts utilise the waterplane’s shape
and geometry to achieve stability by generating a substantial second moment of area. On the
other hand, mooring stabilised concepts rely on high-tensioned mooring lines to generate the
restoring moment, stabilising the platform and preventing excessive rotation.

According to [Dia+22], both ballast and waterplane stabilised concepts typically employ cate-
nary mooring lines, which utilise their significant weight to keep the floaters in position. The
catenary shape of the lines, combined with their inherent flexibility, enables them to effectively
absorb dynamic loads and movements, providing elasticity and reducing the stress exerted on
the moored object. Furthermore, the flexibility of the lines allows them to accommodate fluctu-
ations in water level and tidal variations without excessive tension.

In addition, [LKC18] highlights that floating support structures are not limited to steel-based
concepts only. Concrete-based designs and steel-concrete hybrid structures are also viable op-
tions commonly seen in the industry. The utilisation of concrete enables an increase in the
amount of local content, enhancing flexibility and typically reducing material cost. Nonethe-
less, it’s important to bear in mind that concrete structures tend to be heavier, which leads to

challenges during manufacturing and transportation.



2.2.1 The Spar Concept

Representing the purest form of a ballast stabilised concept, the typical design of a spar con-
sists of a long cylindrical structure weighted at its bottom. The deep ballast creates a substantial
righting moment and provides significant inertial resistance against pitch and roll motions, as
detailed in [LKC18]. Figure 4 illustrates the typical layout of such a spar, highlighting its im-
mense draft. According to [Eld17], even the relatively small 6MW turbines employed in the
Hywind Scotland project are placed on spar floaters with a draft of approximately 80 meters.

For next-generation turbines, [BKS15] indicates that drafts are expected to exceed 120 meters.
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Figure 4: Typical layout of a spar-type FOWT [BF11]

According to [BKS15], the main strength of the spar technology lies in the simple physical prin-
ciples on which it relies, expressing through its easy geometry and inherent stability. The high
Technology Readiness Level (TRL), shown by the existence of already operating wind farms and
techniques such as horizontal transport, indicates the concept’s maturity. Moreover, there exist
more advanced technological options such as the addition of stabilising fins or mooring lines

with delta connections, which allow for further development of this technology. In [BKS15], it



i1s demonstrated that under identical environmental conditions, the motion of a turbine mounted
on a semi-submersible floater surpasses that of a spar-type floater, indicating the spar’s superior
dynamic performance.

There are, however, significant disadvantages associated with this technology. Due to the greater
draft and the requirement for sufficient clearance between keel and seabed, the spar-type floater
is only suitable for deeper water. Moreover, as highlighted in [Dia+22], relatively sheltered deep
waters and heavy lift vessels are needed to erect the substructure and install the turbines, which
not only leads to further environmental requirements but also has a significant impact on costs.
Data presented in figures 72, 73, and 74 in appendix C.1 reveals that the spar technology is
not favoured for upcoming projects, partly attributed to its unsuitability for many sites due to
its requirements on water depth. Additionally, [Dia+22] underscores the existence of numerous

challenges associated with logistics in both manufacturing and installation.

Table 1: Summary and SWOT analysis for the spar concept ([Dia+22], [LKC18], [BKS15])

Strengths Weaknesses
* Inherent stability * Unsuitable for shallow water
* Suitable for high sea states (Tendency * Challenging, time-consuming and costly
for lower critical wave-induced motions) float-out and installation
 Simple geometry and design * Offshore operations require heavy-lift
* Cheap and simple mooring and anchoring | vessels and currently can be done only in
* Low operational risk relatively sheltered, deep water
» Little susceptible to corrosion * Large seabed footprint
* Simple structure; easy manufacturing and | ¢ Long mooring lines (costs)
maintenance * Long and heavy structure (costs)
Opportunities Threats
* High TRL * Logistical challenges in the domain of
* Horizontal transportation production and installation
* Delta-connection for yaw stabilisation * No global market
» Stabilising fins for sway and heave
movements
* Serial fabrication; synergies with tower
manufacturing

2.2.2 The Semi-Submersible Concept

As stated in [Ibe23], semi-submersible floaters are composed of vertical cylinders intercon-
nected by beams and braces. As stability primarily relies on the waterplane area of those cylin-
ders, their size and spacing play a crucial role. According to [BKS15], the most prevalent layout

consists of three columns positioned at the corners of a triangular arrangement. The wind turbine



can be mounted either on one of these columns or be supported by a fourth column located at
the centre of the triangle, the first option being used for the *WindFloat’ concept illustrated in
figure 5 below. This design is employed in both, the 25MW wind park situated off the coast of
Portugal and the 5S0MW wind park off Scotland, as described in [Ene21].

Turbine Lighting
Turbine Nacelle

Turbine Blades

Gangways

—— Mooring Systemn
and Anchors

Heave Plates
and Stiffeners

Figure 5: Configuration of the semi-submersible floater used in the "WindFloat” design [Ene21]

As detailed in [LKC18], the semi-submersible floater offers several advantages that contribute
to its popularity in offshore wind projects. Firstly, its float-out and installation procedures are
relatively simple and cost-effective. Additionally, its depth independence allows for deployment
in a wide range of water depths, from 40 to 400 meters, making it a versatile technology. The
shallow draft of the floater provides flexibility for manufacturing and turbine installation, as the
entire system can be assembled in a harbour or dry dock and then towed to its final location.
One of the key factors driving its widespread adoption is its cost efficiency, as demonstrated
in [Mai+20] and [Cas+20]. Both studies reach the same conclusion that the semi-submersible
floater has the lowest lifecycle cost within the range of concepts. Combined with the high com-
patibility for any specific water depth, this has made this technology the favourite for upcoming
projects all around the world, as demonstrated in [Dia+22] and shown in appendix C.1. The

research presented in [LKC18] highlights ongoing advancements in the field, such as modified



geometries for wave cancellation and stabilising active ballast systems. These advancements
aim to address some of its disadvantages, such as its lower stability and tendency to have higher
critical wave-induced motions, as specified in [BKS15]. The technology’s high TRL and the
existence of operational offshore wind farms demonstrate its feasibility and progress. While it is
acknowledged that the semi-submersible floater is larger and more complex compared to other
concepts, resulting in relatively high manufacturing costs, its overall cost remains lower than

alternative types, as mentioned in [LKC18].

Table 2: Summary and SWOT analysis for the semi-submersible concept ([Dia+22], [LKC18], [BKS15])

Strengths Weaknesses
* Broad weather window for float-out and | ¢ Lower stability, higher motions (Tendency
installation for higher critical wave-induced motions)
* Depth independence * Large seabed footprint
* Cheap and simple mooring and anchoring | * Long mooring lines (costs)
system * Subject to corrosion and ice-loads
* Low overall risk * Large and complex structure; challenging
* Onshore or dry dock assembly and manufacturing and maintenance
transport to site using conventional tugs * Large and heavy structure; higher
* Full system transportation material use
+ Simple installation and decommissioning | ¢ Larger impact on turbine due to motions
Opportunities Threats
* High TRL * Internal forces dependent on geometries
* Heave plates for reducing heave response | (large internal forces if geometry designed for
* Large global market wave-cancellation)
* Several turbines on one foundation * Expensive (active) ballast system
* Cost reduction through mass production | * High competition between developers
and braceless design
* Geometry for wave-cancellation
« Stabilising active ballast system

2.2.3 The Barge Concept

A barge floater, similar to a semi-submersible one, is a waterplane stabilised structure. Accord-
ing to [LKC18], the primary distinction between these concepts lies in their configuration. While
a semi-submersible features distributed buoyancy and consists of columns, a barge is typically
flat in shape and consists of a single buoyancy volume. As mentioned in [Ibe23], the dimensions
of a barge floating substructure are similar to those of a ship, with the width and length being
significantly larger than the draft. This can be observed in figure 6, showing Ideol’s "Damp-
ing Pool’ design. To mitigate excessive movements, barge platforms often incorporate heave

plates, which are horizontal plates positioned below the waterline, enhancing both added mass
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and viscous damping. According to [BKS15], due to its shallow draft, its stability is almost
completely reliant on the waterplane’s restoring moment, making it particularly sensitive to the

natural frequencies of the waves.

Figure 6: The Floatgen project using BW Ideol’s "Damping Pool’ floating foundation [Ide23]

According to [LKC18], the barge floater shares similar advantages with the semi-submersible
concept. One advantage is the possible onshore assembly of the turbine, followed by a tow-out to
the deployment site. This approach offers flexibility and cost-effective load-out and installation
operations. Additionally, the barge is suitable for similar water depths as the semi-submersible.
However, compared to the semi-submersible, the barge exhibits significant drawbacks, as high-
lighted in [BKS15]. One major disadvantage is its natural periods generally being closer to the
wave periods, which can lead to important wave-induced motions. Furthermore, as specified in
[Dia+22], the TRL of the barge is relatively low, and there are currently no operational wind
farms employing this technology. Only prototypes of barge floaters have been realised so far. To
date, the utilisation of the barge in future projects has been decided for one project only, as evi-
denced in appendix C.1. This restricted dedication for the concept diminishes the prospects for
the development of mass-production techniques and cost reductions through the implementation

of learning curves and standardisation processes.
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Table 3: Summary and SWOT analysis for the barge concept ([Dia+22], [LKC18])

Strengths Weaknesses
* Easy geometry and low-cost production * Lower stability, higher motions (Tendency
* Depth independence for higher critical wave-induced motions)

* Cheap and simple mooring and anchoring
system

* Full system easy transportation

+ Simple installation and decommissioning
* Onshore or dry dock assembly and
transport to site using conventional tugs

* Large seabed footprint

* Long mooring lines (costs)

* Large and heavy structure, uses more
material

* Natural periods close to the wave period
* Larger impact on turbine due to motions

Opportunities

Threats

* Innovative designs to change natural periods

* Low TRL

* No global market position

2.2.4 The Tension-Leg Platform Concept

As described in [Str16], the TLP concept employs tensioned tendons to secure the floaters
in place, which are typically composed of metallic or synthetic wires and are connected to
the seabed using gravity- or suction-based anchors or steel-driven piles. In contrast to semi-
submersible systems with interconnected columns, TLPs feature a single central stilt and three
to six submerged arms to which the tendons are attached. In the event of a heel condition, the
weight of the structure, combined with the tension in the tendons, generates a righting moment
to ensure stability. Moreover, the structure is designed to mitigate roll, pitch, and heave mo-
ments acting on the system, resulting in reduced dynamic loads on the turbine, decreased wave
resonance, and minimised sway and yaw motions. Additionally, the vertical oscillation of the
cable is significantly reduced. Figure 7 shows the layout of Iberdrola’s "TLPWind’ concept.

As specified in [LKC18], the main advantage of the TLP is its high stability and low movement,
combined with the lower manufacturing and load-out expenses, attributed to the relatively sim-
ple, compact, and light nature of the structure. In some TLP concepts, the tension in the mooring
lines is designed to submerge the platform, resulting in reduced wave sensitivity and lower sus-
ceptibility to corrosion. Furthermore, much shorter mooring lines are required, reducing costs.
In addition, this type of mooring drastically reduces the seabed footprint compared to a catenary
mooring configuration. As discussed in [Dia+22], the TLP design is particularly suitable for in-
termediate water depths, typically up to 100 meters, making it a favourable choice for the mod-
erate depths commonly found in the northern European seas. Although the use in much greater
water depths is possible, as has been shown repeatedly in the oil and gas industry, economic

viability becomes a constraint. Consequently, TLPs may not be a viable option for numerous
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Figure 7: The tension-leg concept *"TLPWind’ by Iberdrola [Reo22]

offshore sites with deeper waters.

The main disadvantage of the TLP concept is its high cost. Both, [Mai+20] and [Cas+20] con-
clude that the semi-submersible floater has the highest lifecycle cost within the range of con-
cepts. According to [LKC18], this is partly due to the complex and costly installation of the
mooring and anchoring system, requiring expensive equipment and vessels. Furthermore, the
platform is not inherently stable, causing significant difficulties during the transport and instal-
lation phase. Additional installation barges or temporary reusable floats attached to the platform
are required to tow it to the deployment site, further increasing the costs. In addition, although
this type of foundation needs comparatively less material for construction, it requires a much
higher quality of steel than the other concepts, significantly increasing material costs. Further-
more, the anchoring and mooring makes the system unsuitable for difficult soil conditions, and
the lack of inherent stability leads to a great risk in the event of a tender or anchor failure. To
reduce this risk, redundant moorings would be required, further increasing the cost of the sys-
tem. Another disadvantage is the relatively low TRL of the system, as evidenced by the absence
of operational wind farms. Additionally, as pointed out in [Dia+22], there is just one upcoming

project that plans to utilise TLPs for a wind farm.
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Table 4: Summary and SWOT analysis for the TLP concept ([Dia+22], [LKC18])

Strengths

Weaknesses

* Excellent stability, low motions

* Simple, small and light structure, easy
maintenance

* Onshore or dry dock assembly

* Little wave sensitivity (in case of
submerged platform)

* Suitable for even high sea states (in
case of submerged platform)

* Small seabed footprint

* Suitable for intermediate depths

* Relatively short mooring lines

» Little susceptible to corrosion (in case
of submerged platform)

* Hard to keep stable during transport and
installation

* Unsuitable for challenging soil conditions
» Complex and costly installation of mooring
and anchoring system

* High risk if tender or anchor fails

» Complex and risky installation (as well as
disconnection for onshore maintenance)

» Large stresses in structure

* Economically unsuitable for deep waters

* Special purpose installation ships required
* Unsuitable for strong tidal currents or
storm surges

Opportunities

Threats

* Redundant moorings reduce risk
* Less soil dependent gravity anchors
* Low competition

* Low TRLs
* High cost of redundant mooring
* No global market positions

» Some uncertainty about impact of possible
high-frequency dynamic effects on turbine

2.2.5 Hybrid Concepts and Stability Triangle

As discussed earlier in this section, floaters can be classified based on their primary mechanism
for achieving static stability: ballast stabilisation, waterplane stabilisation, or mooring stabil-
isation. However, many floaters employ a combination of these mechanisms, as outlined in
[LKC18]. Figure 8 illustrates the stability triangle, which includes different floater layouts and
their corresponding stabilisation mechanisms. Floaters located at the corners of the triangle rely
solely on a single mechanism, while hybrid concepts can be found in the intermediate regions.
The combination of mechanisms allows for the integration of advantages from different systems,
tailoring the floating structure to specific criteria. One example of a hybrid floater is the Gicon
concept, which functions as a waterplane-stabilised semi-submersible during the transport phase.
It achieves righting moment through a large second moment of area, enabling onshore assembly
and towage to the deployment site. Once on site, the gravity anchor is lowered to the seafloor
and weighted, and the mooring lines are tensioned by ballasting and deballasting the floater.
During operation, the Gicon structure benefits from the excellent stability of a TLP. However,
as mentioned in [Dia+22], these hybrid structures inherit not only the benefits but also the disad-

vantages of the different concepts. For instance, the Gicon floater has a higher weight compared
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to a TLP due to its semi-submersible layout. Additionally, it experiences higher stresses and

requires higher grade steel due to the tensioned mooring lines.
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Figure 8: The stability triangle with different floater layouts

2.3 Qualitative Comparison

To facilitate comparison between SSP, spar and TLP, table 5 provides an overview of key deci-
sion drivers and evaluates the performance of each floater type in respective domains.

The turbine weight of spar foundations and semi-submersible platforms is compared in more de-
tail. Based on information from [Equl7], the spar foundations supporting 6MW wind turbines
in the Hywind Scotland wind farm have a steel weight of 2300 tonnes, resulting in a weight-
to-capacity ratio of 383 tonnes/MW. In contrast, as mentioned in [Off21], the semi-submersible
platforms utilised at the Kincardine wind farm in Scotland accommodate 9.5MW wind turbines
and have a steel weight of approximately 3000 tonnes each, resulting in a weight-to-capacity ra-
tio of 315 tonnes/MW. Assuming that weight per capacity can be compared, it is observed that
the semi-submersible platform exhibits a lighter weight in comparison to the spar foundation.
Further analysis on floater manufacturing reveals that the semi-submersible type demonstrates
lower manufacturing costs compared to the spar concepts, which can partly be attributed to

its lower weight, as discussed above. In addition, according to [Pri22], the semi-submersible
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structure can be manufactured in a modular manner by dividing it into columns, truss elements,

and damping plates. This modular design, coupled with the relatively low assembly require-

ments, allows for individual modules to be manufactured separately. This approach enhances

cost-efficiency and offers a high degree of flexibility in the manufacturing process.

Table 5: Qualitative comparison between SSP, Spar and TLP

DECISION DRIVERS SSp Spar TLP Impact
Structure

Horizontal Dimensions [Mai+20] High Small Medium  (—)
Steel Weight [Dia+22] Medium  High Low (-)
Draft [LKC18] Low High Low (—)
Complexity [LKC18] High Low  Medium (-)
Stresses in Structure [LKC18] Low Low High (—)
Performance

Stability [LKC18] Low  Medium  High (+)
Seakeeping [LKC18] Low  Medium High (+)
Risk [LKC18] Low Low High (—)
Seabed Footprint [LKC18] High High Low (—)
Complexity of Operations

Floater Manufacturing [LKC18] Medium  Low  Medium  (—)
Turbine Installation [Mai+20] Low  Medium  High (—)
Anchor Installation [LKC18] Low Low High (-)
Investment Cost

Mooring Lines [LKC18] High High Low (-)
Anchors [Mai+20] Low Low High (—)
Floating Platform [Mai+20] Medium  High  Medium  (—)
Operational Cost

Mooring and Anchoring [Mai+20] Low Low High (—)
Float-Out and Installation [Mai+20] Low  Medium  High (—)
Technology

Technology Readiness Level [LKC18]  High High Low (+)
Global Market Opportunity [LKC18] High Low Low (+)
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2.4 Conclusion - Choice of the Semi-Submersible Floater Concept

Based on the comprehensive literature review and detailed analysis of the strengths and weak-
nesses of different floating systems, the semi-submersible platform emerges as the preferred
choice for this study, due to its significant potential in the coming years. The selection of the
semi-submersible platform is supported by several factors. Firstly, it demonstrates low life cycle
costs, as evidenced in studies such as [Mai+20] and [Cas+20]. Secondly, it offers simple and
cost-effective float-out and installation procedures, which is evidenced in [Mai+20]. Addition-
ally, the semi-submersible platform proves to be suitable for a wide range of water depths, as
highlighted in [LKC18]. Deployment is feasible in water depths ranging from 40 to 400 me-
ters. Moreover, the prominence of the semi-submersible platform in future projects is evident,
as demonstrated in [Dia+22], which showcases its superiority in the European, American, and
Asian markets. Coupling this growing prominence with insights from [Equ21], which reveal
that greater experience and larger project scales will naturally drive standardisation and trigger a
learning curve, it becomes apparent that further cost reductions in semi-submersible floater tech-
nology can be anticipated. Although there is a tendency towards higher critical wave-induced
motions, as indicated in [BKS15], it is important to note that ongoing technical advancements,
such as wave cancellation geometries and stabilising active ballast systems, are being devel-
oped to mitigate these drawbacks, as highlighted in [LKC18]. These advancements are expected
to reduce the severity of the mentioned limitations and enhance the performance of the semi-

submersible platform.
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3 LITERATURE REVIEW

3.1 Introduction

A literature review is conducted to investigate the appropriate methods for the numerical mod-
elling of semi-submersible floating offshore wind turbines. The review starts with an exami-
nation of the floater’s design parameters to gain insight into its geometric properties and their
impact on system dynamics. Additionally, an overview of the available modelling software and

techniques is provided, giving insights into the current state of the art.

3.2 Design Parameters

In article [Zho+21], an assessment is conducted to evaluate the impact of floater dimensions on
manufacturing cost, structural characteristics, and hydrodynamics. Within the selected design
space, which corresponds to a four-column semi-submersible FOWT, the study illustrates that
first-order hydrodynamics are mainly reliant on three platform parameters: draft, column radius,
and column spacing. These parameters play a significant role in determining the mass, hydro-
static stiffness, and wave excitation loads for the platform. More specifically, the study demon-
strates that column spacing has the most significant impact on first-order horizontal platform
motion, particularly in the surge degree of freedom. This phenomenon occurs because changes
in column spacing affect their interaction within the wave field and lead to significant variations
in hydrodynamic loads. Additionally, [Zho+21] illustrates that draft plays a crucial role in the
pitch degree of freedom. A greater draft results in increased moment of inertia, added mass,
and hydrostatic stiffness, which improves the floater’s stability. However, it is noteworthy that
increasing the draft generally results in larger hulls, which can lead to greater wave excitation
loads. Overall, increasing the platform draft can help to mitigate the first-order pitch motion.
Concerning column radius, it is found that an increase in size is generally accompanied by an
increase in platform and nacelle motion. Consequently, limiting the column radius not only can
lead to cost reduction, but also to improved hydrodynamic performances. Further investigation
reveals that certain mooring parameters, such as chain diameter and weight, have a substantial
impact on the surge natural frequency. However, the pitch natural frequency is relatively insen-
sitive to these mooring parameters.

The significance of mitigating out-of-phase surge and pitch responses is underscored by insights

from [Lem+20]. Through the adjustment of both hull shape and turbine controller, the reduc-
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tion of these influences contributes to diminished fore-aft motions at the hub. These findings
are supported by results in [Zho+21], which reveal that deep-draft platforms tend to exhibit in-
phase surge and pitch responses to waves, resulting in considerable motions at the tower top. In
contrast, platforms with shallow draft tend to experience reduced wave-induced fore-aft motion
at hub height, attributed to the counter-phase surge and pitch impacts they encounter. Further-
more, both articles [Lem+20] and [Zho+21] highlight the significance of the control system in
the dynamics of floating wind turbines. It is found that while the controller cannot mitigate the
first-order wave loads, it can potentially enhance the low-frequency response behaviour of the

structure, thereby greatly impacting its overall dynamics.

3.3 Numerical Modelling Approaches

This subsection aims to acquire comprehensive knowledge regarding the various numerical
tools, optimisation techniques, and modelling approaches that can be applied for FOWT de-
sign. As per [Far+22], the design procedure for the floating support structures is categorised
into three stages, namely conceptual, basic, and detailed design, as depicted in figure 9. The
conceptual design utilises dimensioning along with a frequency domain analysis to assess the
layout’s efficiency. At this stage, the wind turbine is considered a rigid body and system com-
plexity is largely simplified. The basic design involves fully-coupled time-domain simulations,
where the system’s details are further specified. Numerical modelling is the central focus dur-
ing these first two stages; however, experimental validation becomes essential during detailed

design to assess the reliability of the theoretical model.

Design optimization

Parametric tool Frequency-domain analyses

- Concept screening - Platform response (RAO), natural
[ Conceptual Design ] — - Preliminary sizing =) frequencies, motion, acceleration

- Static stability - Static mooring lines

- Cost function - Rigid bodies

Quasi-static, dynamic mooring
- Controller design
- More detailed loads and response

Time-domain analyses
- Aero-hydro-servo-elastic models
Basic Design — -

Validation, certification and realization

- Component design
[ Detailed Design ] =P | - Design basis & design certification

- Definition of manufacturing & deployment phases
- Validation of system response & loads

Time

Figure 9: Design stages for support structures of floating offshore wind turbines [Far+22]
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In the optimisation process of conceptual design, the frequency-domain approach is preferred
over time-domain analyses, owing to its faster computational speed. Nevertheless, [Ott+21]
specifies that detailed estimates of the system response, which are affected by the interdepen-
dence between aerodynamics, hydrodynamics, structural dynamics, and system control, are bet-
ter provided by extensive time-domain simulations, despite being computationally expensive.
According to [Far+22], frequency-domain analyses are insufficient in capturing nonlinear dy-
namics that significantly impact the device’s response. Consequently, time-domain simulations

are indispensable for the basic design stage.

Aerodynamics

- Rotor
dynamics

- Tower
dynamics

Figure 10: Main modelling sections and their influence on FOWT components [Far+22]

Figure 10 facilitates comprehension regarding the intricate nature of the numeric modelling
of FOWTs and assists in identifying the components that necessitate inclusion. The numerical
modelling of a FOWT is significantly more complicated than that of a bottom-fixed or on-shore
wind turbine, primarily due to the complex interplay among various domains. Both references,
[Far+22] and [Ott+21], emphasise the importance of incorporating a model for system control
into the overall model due to the substantial influence of blade pitch and rotor speed control
on the global dynamics of the system. Moreover, [Far+22] asserts that accurate modelling must
incorporate the structural response of key components, namely the rotor and tower. Their flexible
behaviour can be critical, particularly when excitation frequencies approach the lower natural

frequency of the structure.
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A range of modelling techniques exists, each offering a different level of accuracy, making them
suitable for distinct phases of the design process depicted in figure 9. Figure 11 gives an overview
over the main modelling techniques, used for the different domains illustrated in figure 10. The
selection of an appropriate model at each stage of the design process is essential to achieve

optimal design outcomes and meaningful results.

Aerodyna- | Hydrodyna- | Structural <
; y ¥ 2 4 . Mooring Control
mics mics dynamics
BEM Morrison Stiffness Stiffness Torque control
equation matrix matrix
Fne = PV + ¢ i, L =Kot
b pVC (v — K) + }g} rgjfi .
¥ Capa ( a|l Keo=JBIEB.d SE S - 5 Zpapt.
- 22 (o= Ko=) Kt I BIEBLaV = — K = 05pnR i~
Free wake Potential Multi-body Quasi-static Pitch control
vortex flow |
; . LAEWCs V! K
7 A8(s) = (K, +—+
5
» o Ky - s -
H{,?‘ s+l
FE Lumped mass Yaw control
Hydrodynamics £
I Yaw
Mass, ! [— " Misallignment
buuyancv‘ 4 Elasticity ~ Wind
— 1 direction
’ Bottom contact
CFD+actuator Modal analysis FE, Finite Advanced
disk g Differences | control models
+ Linear quadratic
_'—.-'" / regulator (LOR)
I - - * Feed-forward
/ * Model Predictive
Cantrol (MPC)

Figure 11: Existing modelling techniques for different parts of FOWTs [Far+22]

Appendix C.2, containing figures 75 and 76, offers a comprehensive overview of the primary
numerical tools employed for the modelling of floating offshore wind turbines. As detailed in
[Ott+21], a comparative framework categorises the computational methods into distinct fidelity
levels. Low-fidelity models are commonly applied during the conceptual design phase, while
mid- and high-fidelity models find their utility in the basic and detailed design stages, respec-
tively. Figure 12 briefly summarises these computational methods and their associated fidelity
levels. Additionally, figure 13 shows the prevalent mid-fidelity software, known as engineer-
ing tools, utilised for comprehensive global dynamics analysis under both linear and nonlinear
loads. Since the focus of this research is on developing a simplified model for the basic design

stage, the selection of an appropriate engineering tool will be of importance in section 4.
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Acronym Category Fidelity

BEM: Boundary Element Method Hydrodynamic Mid
BEMT: Blade Element Momentum Theory Aerodynamic Mid
CFD: Computational Fluid Dynamics Aero-/hydrodynamic High
Dyn: Dynamic method Structural Mid
FEM: Finite Element Method Structural High
FVW: Free Vortex Wake method Aerodynamic Mid
GDW: Generalizeld Dynamic Wake method Aerodynamic Mid
ME: Morison Equation Hydrodynamic Mid
PF: Potential Flow Aero-/hydrodynamic Mid
QS: Quasi-Static method Structural Low

Figure 12: Fidelity level of various computational methods [Ott+21]

Software Hydrodynamics Aerodynamics Structure

FAST PF + ME BEMT + GDW/FVW RB + Modal/FEM + Dyn/QS
HAWC2 PF + ME BEMT + GDW FEM + Dyn

SIMA PF + ME BEMT FEM + Dyn

Bladed With SIMA BEMT -+ GDW Modal

SIMPACK With HydroDyn AeroDyn/AeroModule FEM

Orcaflex PF + ME With FAST RB + FEM -+ Dyn

Flexcom PF + ME With FAST RB + FEM -+ Dyn

Figure 13: Engineering tools used for basic design FOWT modelling [Ott+21]

3.4 Summary - Modelling of FOWTs

The literature review provides valuable insights into dynamic analyses of FOWTs and highlights
crucial factors for consideration. Design of these offshore structures begins with the conceptual
stage, focusing on the hydrodynamic response of the floating substructure, which, for semi-
submersible floaters, is primarily influenced by three factors: floater draft, column radius, and
column spacing. Owing to its high computational speed, this phase involves a frequency domain
analysis utilising low-fidelity software. This analysis excludes the consideration of aerodynam-
ics, mooring line dynamics, structural dynamics, and the turbine’s control system, as well as their
complex interactions. The hydrodynamic properties obtained from the conceptual design stage
are subsequently utilised for basic design, where a time-domain dynamic analysis is performed.
Employing mid-fidelity engineering tools, the complex interplay between different domains is
studied, adding to the hydrodynamics the domains of aerodynamics and structural dynamics.
Furthermore, the control system is included in the analysis, whose influence on the system dy-

namics is perceived as tremendous.
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4 SOFTWARE SELECTION

4.1 Introduction

The literature review in section 3 reveals that the dynamic analysis of FOWTs involves two es-
sential steps. The first step, the conceptual stage, focuses on the floater’s hydrodynamics, exclud-
ing aerodynamics, mooring lines, structural dynamics, and the turbine’s control system, along
with their complex interactions. This stage utilises frequency-domain diffraction and radiation
software. The second step involves a time-domain dynamic analysis, enabling the comprehen-
sive assessment of the complex behaviour of the aero-hydro-servo-elastic structure, as illustrated
in figure 10. This section provides insights into the selection of software for both stages and the
theoretical concepts behind them. This section provides insights into the selection of software

for both stages, as well as the theoretical concepts behind them.

4.2 Diffraction and Radiation Software

OrcaWave is selected based on its widespread use and accessibility at Allseas, as well as its
compatibility with the OrcaFlex software, which is utilised for the dynamic analyses in this
study. As by [Orc23d], OrcaWave is a diffraction and radiation software that uses potential flow

theory to calculate the loading and response of wet bodies subjected to surface water waves.

4.2.1 Underlying Equations

The software assumes that the fluid flow is incompressible, inviscid, and irrotational and while
the fluid velocity is given by V@, the velocity potential, ®, is supposed to satisfy Laplace’s

equation in the fluid domain:

V20(X,t)=0. (1)

By substituting into the Navier-Stokes equation and integrating, the Bernoulli equation for the

pressure is obtained, which is used by the software to calculate forces:

od 1
b0 == (7 + 5(VeP +g2) @

The governing equations for fluid-structure interaction can be obtained by applying the bound-

ary equations at the seabed, rigid bodies, and free surface, and taking into account the radiation
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of waves generated by the presence of moving bodies. These equations cannot be solved analyt-
ically due to the nonlinear boundary conditions on the free surface and moving body surfaces.
According to [Orc23d], to avoid the use of computational fluid dynamics, OrcaWave linearises
its governing equations obtaining a general boundary value problem that is solved using Green’s
theorem. By solving this first-order problem for the velocity potential, Response Amplitude Op-
erators (RAOs) and added mass and damping coefficients are obtained. Further expansion to

second order leads to Quadratic Transfer Functions (QTFs).

4.2.2 Simulation Setup and Outputs

To conduct the diffraction and radiation analysis, a mesh file is imported into OrcaWave that
defines the geometry of the structure. Additionally, it is necessary to define the inertial proper-
ties, as well as the wave periods and headings for which the analysis should be performed. The
results obtained from this software encompass various parameters and are defined for each wave
period and heading. These include the added mass and damping matrices, as well as load and
displacement RAOs and wave drift QTFs. For the reference wind turbine specified in section
6.3, the diffraction analysis is conducted for wave periods ranging from 0 to 600 seconds, con-
sidering a total of 9 wave headings spanning from 0 to 180 degrees. The obtained results serve

as input for the dynamic analysis software and define the hydrodynamic aspect of the structure.

4.3 Time-Domain Dynamic Analysis Software

The selection of OrcaFlex software for this research is based on its established reputation as
a dependable and efficient tool for modelling FOWTs, as reported in [Far+22]. This choice is
furthermore supported by the extensive validation reports, not only for the floater and mooring
lines, but specifically for the integrated turbine object, which are available on the OrcaFlex
website [Orc23c]. Within this database, report [Ros18] is of particular interest, as it investigates
OrcaFlex’ capability of modelling FOWTs by comparing it against alternative software solutions
and research outcomes derived from FOWT prototypes. The findings confirm that OrcaFlex is a
suitable software for this purpose, demonstrating the effective use of the OrcaFlex turbine object

in modelling the generator, gearbox, hub, blades and associated control systems.
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4.3.1 Choice for Time-Domain Analyses

As stated in [Orc23b], OrcaFlex offers two types of dynamic analysis: frequency-domain and
time-domain. The former employs a linear analysis, while the latter is fully nonlinear and pro-
vides more accurate results, albeit with higher computational costs. According to [Far+22], the
use of a time-domain analysis is crucial in accurately simulating the complex interactions of
various components of a floating wind turbine in the basic design stage. While it may be of
interest to explore the accuracy and sensitivity of results obtained through a frequency analysis

in future investigations, such an inquiry is beyond the scope of this current study.

4.3.2 Choice of the Implicit Integration Scheme

As by [Orc23b], throughout the time domain analysis, the dynamics of the offshore system are
simulated by breaking it down into interconnected elements. OrcaFlex adopts a time-stepping
approach, whereby the system’s behaviour is calculated at discrete time intervals. At each time
step, the software calculates the forces acting on each segment of the system, including the
effects of wave, current and wind, and solves the equation of motion (3) for the acceleration by

using either an explicit or an implicit dynamic integration scheme.

M (p)a = F(p,v,t) — Ci(p,v) — Ki(p) (3)

In this equation, C;(p, v) represents the damping load, K;(p) the stiffness load, F'(p, v,t) the
external load, and M (p) the mass matrix. The vectors p, v, and a correspond to the position,
velocity, and acceleration, respectively. For the explicit integration scheme, the equation of mo-
tion is solved locally for each free body and line node to obtain the acceleration vector at the
start of each time step. Subsequently, the velocity and position vectors are determined at the end
of each time step using a semi-implicit Euler integration method, expressing as:

Vipqr = V¢ +dt ay

4

Piyar = Dy + dt vy q
The generalised-« integration method is employed for the implicit integration scheme. Unlike
the explicit scheme, the system’s global equation of motion is solved at the end of each time
step. Due to the lack of knowledge regarding the acceleration vector at the start of each time
step, direct updates as seen in explicit solvers are not possible. Therefore, an iterative solution

method is required. The implicit scheme requires more computational time per time step due
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to its iterative approach. However, it offers greater stability for longer time steps. After care-
ful examination of the documentation provided in [Orc23b], the decision was made to utilise
the implicit integration scheme for the dynamic analysis. Considering the complexity of the
system, which comprises a large number of nodes, employing the explicit integration scheme
might necessitate a very small time step, thereby substantially increasing computational time. A

schematic representation of the implicit solver is given in following figure 14.

Simulation Start

4 oo SR

Estimate a4
@ [vt+dt = Ve + Qg dtJ

[ Iterative solver ] Perdgt = Py + Vi - dt

for a4

[ Determine external forces: F., 4 ]

N

Solve the global equation of motion:
Ma g+ C Vit KPea = Frar

Simulation End

Figure 14: Schematic representation of the implicit solver employed in the time-domain dynamic analysis

4.3.3 Hydrodynamic Loads

The hydrodynamic loads in the system primarily affect two components: the floating substruc-
ture and the mooring lines. Due to the significant size of the floating substructure and the in-
fluence of wave diffraction, it is represented as a ’vessel’ type in the OrcaFlex software. As
detailed in section 4.2, OrcaWave is utilised to conduct a diffraction and radiation analysis on
the floating substructure. The obtained results, including added mass and damping matrices, as
well as load and displacement RAOs and wave drift QTFs, are imported into OrcaFlex. By in-
corporating these results along with the loads acting on interconnected objects, the motions of
the floater are determined. On the other hand, the hydrodynamic loads on the mooring lines,
represented by ’line’ elements, are calculated using an extended version of the Morison equa-

tion. The basic Morison equation includes two force components: the fluid inertia force related
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to particle acceleration af and the drag force associated with particle velocity vy, expressing as:

1
f = CunlAas+ —pCyA |’Uf| Vs, (5)
—— 2
inertia \—’_/
drag

with A the displaced mass, A the drag area and C, and Cy the inertia and drag coefficients
respectively. The more advanced version of the Morison equation used in OrcaFlex expands the

principles to a moving body with acceleration ay, and added mass coefficient C, as:

1
f = (ChlAar— C,Aay) + §PCdA |ve| v, . (6)

4.3.4 Wind Turbine Simulation Tool

As specified in [Orc23b], OrcaFlex utilises the FAST software to simulate the behaviour of the
turbine. This includes calculating the aerodynamic loads exerted on the turbine’s blades and
implementing its control system. FAST, as described in [NRE23], is a software that facilitates
the simulation of coupled nonlinear aero-hydro-servo-elastic phenomena in the time domain by
integrating models for aerodynamics, hydrodynamics, control, and structural dynamics.

The aerodynamic models implemented in FAST utilise wind-inflow data to compute blade-
element aerodynamic loads using the Blade Element Momentum Theory (BEMT). BEMT, as
described in [Moul4], is a combination of two theories: the Blade Element Theory and the Mo-
mentum Theory. The Momentum Theory involves applying conservation principles to a con-
trol volume encompassing the rotor. On the other hand, the Blade Element Theory focuses on
analysing the forces acting on a blade section in relation to the incoming flow and the geometry
of the blade. A comprehensive explanation of the theory underlying BEMT and the derivation
of its governing equations can be found in appendix A.5. As by [Orc23b], the BEMT model
in OrcaFlex undergoes slight modifications, and the methodology for calculating aerodynamic
turbine loads is thoroughly explained in appendix A.6. Additionally, OrcaFlex improves these
calculations by incorporating supplementary correction factors. These factors allow for the in-

clusion of complex phenomena like dynamic inflow, tip losses, and skewed wake effects.

4.4 Summary - Selected Software and Particularities

This section concludes by referring to figure 10, which highlights the high complexity of the

system. From this perspective, the particularities involved in the modelling of FOWTs are de-
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scribed. For the dynamic analysis, OrcaFlex is chosen due to its strong capability and proven
validity in modelling such systems. Time-domain analysis is preferred over frequency-domain
analysis because of its ability to capture non-linear behaviour and provide higher accuracy in
results. Although explicit integration schemes are generally faster, their efficiency decreases
significantly for systems with high complexity and a large number of nodes. Therefore, an im-
plicit integration scheme is applied in this case. To incorporate the hydrodynamics of the floater,
a diffraction and radiation analysis is performed using OrcaWave software prior to the dynamic
analysis. The resulting load and displacement RAOs and wave drift QTFs are used as input
for the dynamic model. The hydrodynamics of the mooring lines are accounted for using the
Morison equation within OrcaFlex. The aerodynamics of the blades are considered by employ-
ing Blade Element Momentum Theory (BEMT) with the integration of the FAST software into
OrcaFlex. This integration further enables modelling of the turbine control system. The consid-
eration of the structural dynamics of the blades and the tower is ensured by the system’s finite

element approach.
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5 SIMULATION PROCEDURE

5.1 Introduction

This section establishes the layout of the simulation procedure and outlines the choices made
regarding software parameters. It begins with the selection of load cases as environmental in-
puts and the choice of output parameters. Subsequently, it delves into aspects like simulation
duration, time step length, and initialisation time. Figure 15 provides an overview of the general
procedure followed for each model simplification. Notably, the utilisation of a reference model
is depicted, which is further detailed in section 6.3. Model simplifications are directly applied
to this reference model, where the distinctive characteristics of each simplification necessitate
manual model adaptations. To perform the simulation process, a Python code is employed. It is

used not only to automate the simulations, but also to analyse and compare the results.

s N )
Model Preparation
Model - > Manually
Simplifications [ Use of reference model as base line ]
Application of modifications/simplifications
\ ‘ )
s N )
Time-Domain Dynamic Simulations
L [l e ( Initialization time of 75 seconds )
\[ 2-hour dynamic simulation ]/
I > Automation
4 )
Analysis of Results
Comparison of -
Simplifications [ Extraction of output parameters ]
\[ Comparison to reference model ]/ )

Figure 15: Simulation procedure employed throughout the entire research

5.2 Environmental Load Cases

The floating wind turbine model experiences a combination of environmental loads, including
wind, wave, and currents. To evaluate the performance of the model, the DNV-ST-0437 standard
[DNV21c] provides a set of design load cases (DLCs). These DLCs encompass a range of "nor-
mal’ and ’extreme’ environmental configurations, offering a comprehensive representation of

the diverse scenarios that floating structures may encounter and must withstand. The complete
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list of DLCs can be found in appendix C.4, serving as a foundation for selecting appropriate
environmental conditions in this study. Although a three-dimensional model is employed and
multi-directional DLCs are available, this analysis primarily focuses on one-directional loads.
The study concentrates on evaluating the turbine’s performance under normal operational con-

ditions, with extreme events being disregarded for the purpose of this analysis.

5.2.1 Wind

According to the classification standard [DNV21a], many of the load cases are dominated by
wind loads. Additionally, as mentioned in [DNV21c], normal wind conditions hold great im-
portance in the design process of FOWTs. They are not only important for determining fatigue
loads but they also lead to more severe loads, as aerodynamic thrust forces are highest around
rated wind speeds as shown in figure 68 (b). While extreme wind conditions, including peak
wind speeds during storms and rapid changes in wind speed and direction, are typically used to
assess the extreme loads on wind turbines, this study focuses on operational wind speeds ranging
from 3 to 25 m/s (see figure 21 for the reference turbine).

According to [DNV21a] wind conditions can be considered stationary over a 10-minute dura-
tion, with deviations within this timeframe referred to as turbulence. To model these turbulence
effects, the NPD spectrum is employed based on its refined representation of wind turbulence
in the low-frequency range, as mentioned in [DNV21b]. Additionally, the NPD spectrum is
suitable for modelling one-dimensional wind flows, as stated in [DNV21a]. Further details on

turbulence modelling and the NPD spectrum can be found in appendix A.4.

5.2.2 Waves

Appendix A.3 provides an overview of wave spectral representation methods and their applica-
bility. For this study, the JONSWAP spectrum is utilised to model waves due to its widespread
use and its ability to represent developing seas, as discussed in [PK17]. As expressed in equation
(16), the spectrum is characterised by a peak frequency, a peak enhancement factor, and a refer-
ence wave height, typically the significant wave height. In this research, the peak enhancement
factor is set as one since the exact sea configuration is unknown, and both the peak frequency

and significant wave height are defined for each specific load case.
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5.2.3 Current

Consulting the class society standard [DNV21c] highlights the significance of including the ef-
fect of current. The standard suggests modelling the current as a combination of wind-generated
currents and tidal currents, which exhibit variations along the vertical direction. According to
[Wik22], tidal currents are strongest in large water depths, far away from the coastline and straits,
with typical maximum current speeds in tidal inlets being around 1 m/s, reaching up to 3 m/s in
more severe locations. In this study, as no site-specific data is available, the tidal current speed
at still water level Uy;q. o 1s assumed to be 1 m/s. [DNV21c] provides analytical formulas for
vertical variation of currents, along with the relationship between wind-generated current and
the 10-minute mean wind speed Vg, as depicted in equation (7). Here, z represents the verti-
cal coordinate measured from the still water level, positive upwards, d denotes the water depth
measured from the still water level, and d represents the reference depth for wind-generated

current, which is set to 50 meters for this research.

d+2\7 do +
016) = Vo (57) " 100 (2 @
0

5.2.4 Combined Load Cases

The environmental loads in this study are determined based on the design load cases (DLCs)
presented in appendix C.4, with particular emphasis on DLC 1.1. These DLCs specify the en-
vironmental conditions to be considered; however, their magnitudes are contingent upon site-
specific data. As this research does not focus on a specific site, data from a generic U.S. East
Coast site is adopted. In [Ste+16], the construction of the generic site is achieved by observing
the correlation between wind speed, wave height, and wave period at various offshore sites along
the coast. Through an averaging process, the data obtained from these observations are utilised
to create the representation of the generic site. Mean wind speeds ranging from 3 to 25 m/s,
along with the associated wave heights and peak spectral periods, are obtained from [Gae+20].
These data serve as the foundation for establishing the 11 load cases outlined in table 6. These

load cases will be employed in the simulations conducted throughout this study.
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Table 6: Load cases for this research; based on environmental conditions for a generic site [Gae+20]

Load Case | Wind Speed Significant Wave Height Peak Spectral Period

[m/s] [m] [s]
1 4 1.1 8.5
2 6 1.2 8.3
3 8 1.3 8.0
4 10 1.5 7.6
5 12 1.8 7.4
6 14 2.2 7.5
7 16 2.6 7.6
8 18 3.1 8.0
9 20 3.6 8.5
10 22 4.0 9.0
11 24 4.5 9.5

5.3 Choice of Output Parameters

Based on the literature review discussed in section 3, the present study identifies the output pa-
rameters that will be extracted and analysed for each simulation. As stated in article [Zho+21],
the platform tilting angle and absolute nacelle acceleration are crucial outputs for dynamic anal-
yses, as they indicate whether the movements are within acceptable limits for wind turbine op-
erations. Additionally, the article emphasises the importance of assessing fatigue damage at the
tower base and fairlead. Therefore, the absolute tower base bending moment and mooring line
tension at the fairlead are selected as further outputs. Furthermore, absolute nacelle velocity is
chosen since the movements of the nacelle are critical in the design of FOWTs. Finally, simu-
lation length is selected, as it reflects computational expenses. It refers to the duration of time
between the initiation of the simulation and its final completion, encompassing all ongoing pro-
cesses and computations. To ensure meaningful results, all simulations are conducted under the
same conditions. Specifically, the simulations are performed overnight when the machine is ded-

icated solely to this task, thereby allowing optimal allocation of system and hardware resources.

5.4 Simulation Length

The selection of the simulation length involves several considerations. The necessary duration
to account for wind turbulence is investigated, followed by an assessment of industry standards.

Finally, a study-specific analyse is performed to get a simulation length tailored to requirements.
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5.4.1 Simulation Length for Wind Dynamics

According to [DNV21c], a minimum simulation length of 10 minutes is necessary to account for
the transient behaviour of the wind and its effects on turbine performance. Consulting appendix
A.4.5, figure 16 illustrates that variations in wind speed can be attributed to either short-term
turbulence or long-term diurnal and synoptic effects, arising from changes between day and
night and the movement of weather systems, respectively. Modelling wind speed over a 10-
minute duration allows to capture the short-term variations caused by turbulence, as spectral
density is minimal for wind periods between 10 minutes and 2 hours. Low-frequency variations

resulting from long-term effects are incorporated utilising wind speed distributions.
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Figure 16: Horizontal wind speed spectral density as a function of the wind frequency [Sia+21]

5.4.2 Simulation Length for Turbine Design

The class document DNV-ST-0437 [DNV2I1c] provides guidance on how simulation length is
chosen for the design of FOWTs. Ensuring statistical reliability requires a sufficient total length
of load data. However, the recommended approach differs from that for offshore oil and gas
applications, where simulations over 3 hours or more are typically employed. For FOWTs, it is
preferable to conduct a number of 10-minute simulations using different environmental seeds.
The number of simulations depends on the load cases involved. For DLCs with turbulent wind

fields, a minimum of six 10-minute stochastic realisations with different turbulent seeds are

33



required for each mean wind speed. Turbine loads and dynamics are determined by stochastically
combining results obtained from different seeds. Certain DLCs may necessitate a higher number
of 10-minute simulations, such as DLC 2.1, which requires a minimum of twelve simulations.

Article [Hai+13] deals with concerns about the suitability of the 10-minute simulation length for
modelling combined loading, given that floating platforms have lower natural frequencies than
fixed-bottom ones, leading to fewer load cycles over a given period of time. It is found that the
simulation length does not significantly impact ultimate loads. Furthermore, concerning fatigue
loads, it is demonstrated that the procedure used for counting half cycles is more important
than the simulation length itself. To sum up, it is concluded that conducting a larger number of

10-minute simulations produces the same results as longer simulations.

5.4.3 Simulation Length for this Study

Above results show that achieving statistical reliability in the design of FOWTs involves con-
ducting a large number of simulations with different environmental seeds, each of relatively
short duration. However, the objective of this study is not to design a FOWT but to compare
simulations with different models under the exact same loads, using the same environmental
seed. Therefore, a simulation length is chosen that requires only one simulation per load case
for stochastic reliability. To determine the necessary simulation length, simulations with increas-
ing duration are conducted for the reference model and the average and standard deviation of
output parameters are computed. Figure 17 illustrates results for absolute nacelle acceleration,
tower base bending moment and mooring line tension for load case 6. It can be observed that
after surpassing a simulation length of 2 hours, the output parameters exhibit minimal variations.
Therefore, to ensure statistically reliable comparisons between results, 2-hour simulations are

employed. The environmental seed number is selected randomly.

5.4.4 Initialisation Time

According to [Hai+13], appropriate initial conditions and the removal of start-up transients are
critical for accurate simulation results. The paper suggests that the initial simulation time that
needs to be disregarded should be extended to at least 60 seconds to eliminate the effects of start-
up transients. Observing the high complexity of the model, an initialisation time of 75 seconds
is incorporated into the dynamic analyses, allowing the system to settle into a stable state before

the start of the actual simulation.
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Figure 17: Average and standard deviation of the time-variation of absolute nacelle acceleration, absolute
tower base bending moment and mooring line tension as a function of simulation length for load case 6

5.5 Time Step

A constant time step is employed throughout all simulations. According to [Orc23b], the value
of this time step must be chosen carefully, as even for stable simulations, inaccurate results can
be produced if the time step is too large. A sensitivity study is conducted, and a time step of
0.025 seconds is chosen, ensuring a reasonable number of iterations for a time step that is not
overly small. More specifically, for all load cases for the reference turbine model, the number
of iterations per time step does not exceed 5, which is within recommendation according to
[Orc23b]. In contrast, selecting OrcaFlex’ default time step of 0.1 seconds results in an iteration

count of up to 72 iterations per time step, which is significantly too high.
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5.6 Automation of Simulations

The simulation procedure, as depicted in figure 15, is automated using a Python code. The code
takes OrcaFlex ’.dat’ files as input, containing the turbine model and software specifications. It
defines the environmental loads, runs the simulations, extracts results and saves them in Excel
files. Another Python code then utilises these result files for different model simplifications and

performs a comprehensive comparison, including both visual and numerical analyses.

5.7 Summary - Simulation Set-up and Output Parameters

In summary, this section provides an overview of the input and output parameters used in the
simulations. The environmental loads, considering joint probabilities between wind and waves,
focus on the operational region of the wind turbine, prioritising normal operation over extreme
conditions. For output parameters, the absolute nacelle acceleration and velocity, platform pitch,
absolute tower base bending moment, and tension at the front-end mooring line fairlead are
extracted. These parameters are crucial in understanding the turbine’s operational limits and
fatigue behaviour. Additionally, the extraction of simulation time enables the analysis of the
benefits of model simplifications. To ensure statistical reliability, simulations length is set to
2 hours with an additional 75 seconds of initialisation time. A time step of 0.025 seconds is
selected to limit the number of iterations per time step. A Python code is developed to perform

the dynamic simulations and automate the analysis of the results.
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6 TURBINE CONTROL AND DYNAMICS

6.1 Introduction

This section aims to provide a comprehensive overview of the operational principles and control
mechanisms employed in wind turbines, with a particular emphasis on floating offshore wind
turbines. The reference wind turbine is introduced and a detailed examination of the rotor ramp-
up and shut-down sequences is performed. Additionally, resonance behaviour is investigated

and the influence of wind and wave loads on output parameters from section 5.3 is explored.

6.2 Principle of Power Extraction and Turbine Control

Based on the detailed description of the main components of a wind turbine, given in appendix
A.1, the principle of power production is investigated. As described in [AO20], the control of a
wind turbine is primarily influenced by two factors, the rotational speed and the extracted power,

which mathematically expresses as:

P, = 0.5pAC,V? . (8)

p is the density of air, A the rotor area, V' the wind speed, and C), the power coefficient. As stated
in appendix A.2, the power coefficient is determined by two factors: the blade pitch angle 5 and
the tip speed ratio A. According to Betz’s law, the power coefficient is theoretically limited to a
maximum value of 0.593. The tip speed ratio represents the ratio of the rotor’s angular velocity

w and its radius R to the velocity of the incoming wind V', and is mathematically defined as:

A= )

6.2.1 Main Operational Regions

Figure 18 illustrates the increase of wind power with wind speed, as well as the optimal theo-
retical power that the turbine aims to extract. According to [Lop+22], the power generation of
a wind turbine can be categorised into four main regions. In region I, which is below the cut-
in wind speed, the wind speed is insufficient for the turbine to operate effectively. The turbine
remains idle, resulting in no power production. Region II, known as the partial load operation

region, spans from the cut-in wind speed to the rated wind speed. The primary objective in this

37



region is to maximise the extracted power, which is why the turbine operates at its maximum
power coefficient C,(\*, 3*). This is accomplished by keeping the blade pitch angle constant
at its optimal value 3* (typically found to be 0°), as illustrated in figures 52 and 53 in appendix
A.2. Simultaneously, the rotational speed is adjusted to maintain a constant tip speed ratio \*
that corresponds to the maximum power coefficient. Region III, also referred to as the full load
operation region, occurs when the wind speed exceeds the rated wind speed. In this region, the
extracted power is limited to the turbine’s rated value to prevent structural and electrical dam-
age. A constant generator torque is imposed on the turbine and by implementing an active pitch
control, blade pitch is constantly adapted to keep the rotor speed constant. When wind speed
increases, the blade pitch angle is increased, reducing the angle of attack and thus limiting the
aerodynamic forces exerted on the blades. Finally, when the wind speed surpasses the cut-out
wind speed, the turbine is shut down to prevent potential structural damage. Despite the presence
of a mechanical brake in the turbine, its usage is primarily reserved for emergency situations.
For a turbine shutdown, blade feathering is employed, as explained in [Sam+20]. The process
involves increasing the blade pitch angle, thereby orienting the leading edge of the blades into
the wind. This action leads to a reduction in the aecrodynamic forces acting on the blades. To
achieve a complete shutdown, the blade pitch angle is increased to its maximum value of 90°.
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Figure 18: Ideal power curve and the different operational regions [EAA22]
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6.2.2 Transition Regions

According to [Lop+22], the transition zone between regions 2 and 3 of the power curve is de-
signed to provide a smooth switch from partial load control to full load control. The specific
control strategy employed in this region varies among turbine manufacturers and involves ad-
justing both the tip speed ratio and the blade pitch. The goal is to ensure a seamless transition

without abrupt changes in power output, as can be observed in figure 19 below.
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Figure 19: Power curve with transition region [Sam+20]

Similarly, wind turbines commonly incorporate a transitional region, known as region 1.5, which
facilitates the transition between standstill and operational configurations. Again, specific char-

acteristics of this region vary, depending on turbine manufacturers’ choices.

6.2.3 Floating Offshore Wind Turbine Control

As highlighted in [Far+22], the dynamics of floating wind turbines are significantly more com-
plex compared to their bottom-fixed counterparts. In the context of floating wind turbines, as
discussed in [Lop+22], the combined influences of aerodynamic and hydrodynamic loads to-
gether with the turbine control system can significantly contribute to the dynamic motion of the
floating platform. This might lead to increased fatigue damage and reduced operational lifespan
of the structure. Figure 20 illustrates the impact of negative damping, which serves to demon-
strate the strong coupling between platform motions and turbine control. When operating in

region 3 above rated wind speed and an increase in wind speed occurs, the turbine responds
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by adjusting the blade pitch angle to reduce aecrodynamic loads. This reduction in aerodynamic
forces can cause the floating platform to pitch forward. This forward pitch, in turn, alters the rel-
ative velocity experienced by the blades, further influencing the aerodynamic forces acting on
them. The dynamic effects and fore-aft oscillations resulting from these interactions depend on
the specific characteristics and properties of the FOWT. The control system plays a crucial role
in mitigating these dynamic effects and controlling the behaviour of the turbine. In Appendix

A.2.6, various approaches are presented on how the turbine controller can be adapted to counter

these dynamic effects.

Figure 20: Negative damping dynamic cycle experienced by a FOWT [Lop+22]

6.3 Reference Wind Turbine

The chosen reference for this study is the 15 MW floating offshore wind turbine shown in figure
21, with its selection justified in appendix B.1. Additionally, appendix B.1.1 provides insight
into its control system, emphasising that the thrust force reaches its peak at the rated wind speed
of 10.6 m/s, resulting in the highest aerodynamic forces. This information holds significance
for subsequent analyses. A comprehensive description of the turbine’s layout and main param-
eters can be found in appendix C.3. Moreover, an OrcaFlex model of this turbine, available at
[Orc23a], will serve as the reference for the simulations, as described in appendix B.1.2. It is
important to note that the model’s complexity, as highlighted in appendix B.1.3, may lead to

considerable computational efforts and high simulation time.
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Parameter Value Unit
Rated power 15 MW
Rated wind speed 10.59 m/s
Cut-in wind speed 3 m/s
Cut-off wind speed 25 m/s
Hub height 150 m
Total height 290 m
Rotor diameter 240 m
Length 90 m
Width 102 m
Platform type semi-submersible -
Freeboard 15 m
Draft 20 m
Total mass 20,093 tons
Platform mass 17,839 tons
Tower mass 1,263 tons
RNA mass 991 tons
Mooring system catenary -

Figure 21: Key parameters and layout of the 15-MW reference floating offshore wind turbine [All+20]

6.4 System Dynamics During Turbine Start-Up and Shut-Down

Further explanation is required for system dynamics observed during rotor start-up and shut-

down. They are of particular importance for constructing the simplified model in section 8.

6.4.1 Rotor Start-Up

The dynamic simulations for the FOWT all begin with the turbine in a standstill configuration.
To initiate rotation and enter power-production mode, the rotor requires torque exerted by the
wind. It is observed that higher wind speeds result in higher torque, leading to faster start-up pro-
cedures. Figure 22 illustrates the rotor thrust and rotor angular velocity for the first 250 seconds
of the second load case, which corresponds to a relatively low mean wind speed of 6 m/s. The
applied torque on the rotor is small, resulting in a longer start-up time. The aerodynamic forces
acting on the blades depend not only on wind velocity but also on the blade rotational speed, as
depicted in figure 51 in appendix A.2. This dependence directly affects the forces experienced
by the turbine, and can be seen in figure 22. The Pearson correlation coefficient between angular
velocity and thrust is 0.97 for the first 150 seconds of the simulation, indicating the linearity of
their relationship. For higher load cases, a similar dependency is observed. However, ramp-up

times are shorter since higher wind speeds lead to higher rotor torque and greater rotational ac-
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celeration. In section 8.4.3, the dependency of thrust and torque on rotational speed will be used
for the construction of the simplified model. It is worth noting that these variations in aerody-
namic loads during turbine start-up strongly influence the system dynamics. For example, the
platform pitch, which is considered positive when the structure leans forward into the wind,
undergoes significant changes. In the absence of wind and wave loads, the turbine is in static
equilibrium at a positive pitch angle of 1.3 degrees, leaning forward. However, as the turbine
starts rotating and the aerodynamic thrust force increases, the pitch angle changes sign, caus-
ing the turbine to lean backward. This example illustrates the system’s high complexity, since

changes in pitch on their part have profound effects on turbine aerodynamics.
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Figure 22: Rotor thrust and rotor angular velocity for the reference wind turbine in load case number 2

6.4.2 Rotor Shut-Down and Blade Pitch

As described in section 6.3, the operational region of the reference wind turbine is defined by
a cut-off wind speed of 25 m/s, marking the end of region 3 where turbine performance is con-
trolled using a blade pitch system. The blade pitch angle is continuously adjusted, with a maxi-
mum rate of 2 degrees per second, to accommodate the incident wind speed. When blade pitch
exceeds 20 degrees, the shut-down procedure is initiated, utilising blade feathering to stop the
turbine by orienting the leading edge of the blades into the incident wind. Figure 23 illustrates
the adaptation of the blade pitch angle during the shut-down procedure of load case 10, result-
ing in a significant decrease not only in rotor torque, but also in aerodynamic thrust force. Rotor
shut-down is observed only for load cases 10 and 11, as the lower wind speeds associated with
lower load cases do not cause the blade pitch angle to exceed the critical limit of 20 degrees.

Results are used for modelling rotor shut-down of the simplified model in section 8.4.4.
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Figure 23: Blade pitch and rotor thrust for the reference wind turbine in load case number 10

6.5 Resonance Behaviour

Resonance is a critical phenomenon to explore as it can result in amplified responses and po-
tential structural damage. When the natural frequency of the structure aligns with the frequency
of external forces, even relatively small forces can induce large amplitude vibrations, leading to
elevated stresses and strains on the structure. As demonstrated in appendix A.4.6 and supported
by [Vel+19], waves with their well-defined oscillations at lower periods present a higher risk
for resonance phenomena in offshore structures compared to wind. Consequently, for this reso-
nance analysis, only wave loads are taken into consideration. As the focus of this research is on
one-directional loads (section 5.3), waves with a heading of 0 degrees are investigated.

The RAOs obtained from the diffraction and radiation analysis conducted using OrcaWave (sec-
tion 4.2) are utilised for this analysis. First observations focusing on the displacement RAOs
show that none of the Degrees of Freedom (DOF) exhibit peaks for wave periods below 20
seconds. The heave displacement RAO reaches its maximum at 21 seconds, while the pitch dis-
placement RAO peaks at 30 seconds. As indicated in table 7, peak spectral periods between 7.4
and 9.5 seconds are employed in this study. Thus, it can be concluded that, from a displacement
perspective, the risk for resonance phenomena is minor, as the displacement resonance periods
are far from the observed wave periods. On the other hand, when examining the load RAOs,
values of significant amplitude are observed in the range of wave periods of interest. Specifi-
cally, load RAOs for surge, heave, and pitch show important amplitudes, while amplitudes for
sway, roll, and yaw are relatively negligible. Figure 24 illustrates the amplitude of load RAOs,
revealing that the main peak for surge is obtained at a wave period of 7.5 seconds, for heave at

11 seconds, and for pitch at 9 seconds.
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Figure 24: Amplitude of surge, heave and pitch load RAOs for a zero degree wave heading

6.5.1 Influence of Wave Resonance on Output Parameters

The influence of wave resonance effects on the output parameters is investigated. Simulations
are conducted with regular waves of 3 metres height and periods ranging from 5 to 14 seconds,
covering the peak spectral periods of the irregular waves used for the load cases in table 7. No
wind or current loads are applied and the rotor is in standstill position. The results are presented
in figures 25, displaying the maximum values of the output parameters for the different wave
periods. It is observed that absolute nacelle acceleration, velocity, and tower base bending mo-
ment exhibit clear peaks at a wave period of 8 seconds. These resonance peaks can be correlated
with the load RAOs shown in figure 24, where surge and pitch show resonance peaks at 7.5
and 9 seconds, respectively. On the other hand, observing the maximum values of mooring line
tension, no clear resonance phenomena are evident. In contrast, floater pitch exhibits a peak
at 9.5 seconds, which can be attributed to the pitch displacement RAO. As established above,
this displacement RAO shows a primary peak at a wave period of 30 seconds, representing the
main resonance phenomenon. However, a smaller peak emerges at a wave period of 9.5 seconds,
with an amplitude of 19% compared to the primary peak. This secondary peak is responsible for
the resonance behaviour depicted in figure 25, and its limited magnitude explains the relatively

shallow shape of the pitch resonance curve.
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Figure 25: Maximum of the output parameters for different wave periods

6.6 Influence of Waves and Wind

This subsection aims to investigate how wind and wave environmental conditions impact the in
section 5.3 selected output parameters. Two approaches are used: first, by analysing simulations
with only wind or wave loads applied to the FOWT, and second, by establishing correlations

between aerodynamic loads, wave height and output parameters.

6.6.1 Wind and Wave Loads Only

Two-hour simulations are conducted for each of the 11 environmental load cases. Besides ap-
plying the loads described in table 6, additional simulations are conducted where only wind or
wave loads are applied to the FOWT. This has the purpose of understanding their respective
influences on the system dynamics. Figure 26 shows the average and standard deviations of
platform pitch for these load cases. It is important to note that platform pitch is negative when
the structure leans away from the wind and positive when it leans into the wind. In simulations
with waves only, the platform exhibits a forward lean. Despite the mean wave height increasing
with the load cases, the average platform pitch only changes slightly. The standard deviation
observed for these simulations with wave-only loads is on average just about 21% of the stan-

dard deviation observed for the combined load cases. However, this standard deviation increases
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with the load cases. For simulations with wind loads only, results are very similar to those with
combined loads. The average relative difference is less than 6%, and the standard deviation is
also highly similar, with an average relative difference below 5%. This allows to conclude that

the platform pitch in combined load cases is mainly dependent on wind loads.
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Figure 26: Average and standard deviations of platform pitch for wind loads only, wave loads only and
combined load cases

The absolute tower base bending moment exhibits similar trends. Neglecting wind loads results
in nearly constant average values across the load cases. From further analysis, it is seen that two
main factors contribute to this bending moment: aerodynamic thrust forces and gravitational
loads acting on the rotor, nacelle and tower. In simulations with wave loads only and no wind
loads, the turbine leans forward, and the bending moments in the tower base are mainly due
to gravitational loads. As the load case number increases, the variation of platform pitch also
increases, leading to greater variation in the bending moment. As influence of wind loads on
platform pitch has already been demonstrated, the same conclusion can be drawn for the tower
base bending moment. Further, it is found that wind loads dominate the mooring line tension.

The impact of wind and wave loads on absolute nacelle acceleration and velocity is more com-
plex. Figure 27 shows that both load sources influence the average values, as nacelle accelera-
tions remain significant for most cases even when one load source is disregarded. For load cases
at rated wind speed and above (load case 4-6), wind loads show a strong influence. However,
the significant increase in average acceleration beyond the 6th load case for combined loading,
in contrast to the rather slow increase for wind loading only, indicates that wave loading plays
a greater role. This becomes even more evident in load cases 10 and 11, where average abso-
lute nacelle accelerations are considerably lower for simulations with wind loads only, while

remaining high for both combined loading and wave loads only. The subsequent section 6.6.2
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will provide a more in-depth analysis to shed further light on this observation.

EEm Wind and Waves
m Wind Only

Waves Only
0.20
0.15
0.10
0.00 -
1 2 3 4 5 6 7 8 9 10

Load case number

0.25 -

Av. abs. nacelle acceleration [m/s?]

Figure 27: Average absolute nacelle acceleration for wind or wave loads only and combined load cases

6.6.2 Correlation Between Environmental Loads and Output Parameters

This subsection focuses on establishing correlation coefficients between environmental loads,
represented by average aerodynamic thrust force and significant wave height, and the output
parameters’ average or maximum values. Figure 28 presents the average values for rotor thrust
and absolute tower base bending moment from the two-hour simulations with combined loading.
By observing the similarity in the shape of the curves, the strong connection between the two
variables is highlighted. This finding reinforces the conclusions drawn in the previous subsection

6.6.1, stating that the tower base bending moment is mainly influenced by wind loads.
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Figure 28: Average rotor thrust force and average absolute tower base bending moment for each load case

To quantify the relationship, the Pearson correlation coefficient is used, a detailed description of

which is available in appendix A.9. For the average absolute tower base bending moment and
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the average thrust force, the coefficient is found to be 0.93. This indicates a strong positive cor-
relation, suggesting that when a load case presents a high average thrust force, chances are that
the average absolute tower base bending moment is also high. Expanding this analysis to other
output parameters, the Pearson correlation coefficients are calculated between the maximum and
average values of the output parameters and the average rotor thrust force and significant wave

height. The results are presented in table 7.

Table 7: Pearson correlation coefficient between the average thrust force or the significant wave height
and the average or maximum of output parameters

Average Thrust | Significant Wave Height
Av. -0.27
Abs. Nacelle Acceleration
Max. -0.11

Av.
Max.
Av.
Max.

Mooring Line Tension

Abs. Tower Base Bending Moment

Av.

Abs. Nacelle Velocity

Max.
Av.

Max.

Platform Pitch

The results support the findings from subsection 6.6.1, showing high absolute values of correla-
tion coefficients between the average thrust force and mooring line tension, absolute tower base
bending moment, and platform pitch. This indicates a strong dependence of these parameters
on wind loads and a weaker influence of wave loads. The negative correlation coefficient for
platform pitch implies the inverse relationship, suggesting that when wind loads increase, the
platform turns further away from the wind. In contrast, for absolute nacelle acceleration and ve-
locity, clear positive correlations are observed with significant wave height for both the average
and maximum values. The low correlation with the average thrust forces indicates that these

parameters are more dependent on wave loads than on wind loads.
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6.7 Summary - Complex System Control

This section provides an overview of the complex control system implemented to not only reg-
ulate power extraction but also suppress excessive system movements. Analyses of the ramp-up
and shut-down stages reveal the high dependency of rotor thrust on both, rotor angular veloc-
ity and blade pitch. Furthermore, the analysis of wave resonance phenomena suggests that load
RAOs have a greater influence than displacement RAOs under the considered environmental
conditions, as the former peak at wave periods of interest while the latter do not. Overall, reso-
nance phenomena significantly affect absolute nacelle acceleration, velocity, tower base bending
moment, and floater pitch. However, resonance effects on mooring line tension are of lesser sig-
nificance. Additionally, it is observed that local parameters like absolute nacelle acceleration
and velocity are more dependent on wave loads, while global parameters such as platform pitch,
absolute tower base bending moment, and mooring line tension are mainly influenced by wind
loads. Moreover, wind loads primarily manifest through thrust force rather than the wind speed.
Notably, around the rated wind speed, the importance of wind loads for absolute nacelle accel-
eration and velocity increases. This suggests that the control system plays a role in influencing

how output parameters are affected by environmental loads.
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7 MODELLING SENSITIVITY ANALYSIS

7.1 Introduction

This section is dedicated to model enhancements available within OrcaFlex for the modelling of
FOWTs. Figure 29 displays the various fields of interest explored in the research. The primary
objective is to establish a foundation of knowledge to develop a simplified model in section 8.
Therefore, simplified aerodynamics and rotor structural dynamics are the main focus. Results
for mooring line dynamics and structural tower dynamics are not included in this paper, but

available upon request from the author.
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Figure 29: Domains of interest for the modelling sensitivity analysis of FOWTs
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The objective is not an exhaustive quantitative analysis but rather a qualitative understanding of
the enhancements’ impact on simulation time and result accuracy. The reference model, while
validated against prototypes and similar software, provides a global representation of the wind
turbine’s dynamics, lacking the intricacies of specific expertise areas. For instance, the BEMT
method used for rotor aerodynamics offers reasonable estimations but may not fully account
for complex aspects like wake effects. To conduct a quantitative assessment, detailed local ap-
proaches such as CFD would be required. However, this level of analysis is beyond the scope of
this thesis. Therefore, this study focuses on introducing the model enhancements and providing

a qualitative analysis of their influence on simulation outcomes.

7.2 Turbine Aerodynamic Model Enhancements

As explained in section 4.3.4, Blade Element Momentum Theory is used to calculate aerody-

namic loads applied to the turbine. A comprehensive explanation of the theory underlying BEMT
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and the derivation of its governing equations is given in appendix A.5. Furthermore, its imple-
mentation within OrcaFlex is explained in appendix A.6. The impact of integrating acrodynamic
model enhancements on the dynamics of the FOWT is investigated. The theoretical background

of these enhancements is provided in appendix A.7.

7.2.1 Numerical Modifications

A total of six turbine models are compared in this analysis. The first model represents the base
case, including all acrodynamic model enhancements. The subsequent four models exclude one
of the specific aerodynamic model enhancements discussed in appendix A.7, namely tip loss,
hub loss, dynamic inflow, and skewed wake corrections. Lastly, the sixth set of simulations
modifies the BEMT model approach by neglecting the tangential induction factor (a’ = 0),
which is defined in appendix A.6.

7.2.2 Results

Results show that the inclusion or exclusion of most acrodynamic model enhancements does not
significantly impact the simulation time or the output parameters defined in section 5.3. How-
ever, the exclusion of the dynamic inflow enhancement leads to more noticeable differences,
particularly for absolute nacelle acceleration and velocity. For load cases 4, which correspond
to wind speeds around the rated wind speed, the average values of absolute nacelle acceleration
are underestimated by almost 5%. Additionally, the standard deviation and maximum values are
underestimated by 7.5% and 11.7%, respectively. These discrepancies suggest that the dynamic
inflow model enhancement plays a crucial role in accurately predicting local effects, such as na-
celle acceleration and velocity, especially in critical operating conditions. Simulation time and
output parameters related to more global effects, such as platform pitch and mooring line tension,

remain relatively unaffected by the exclusion of the dynamic inflow model enhancement.

7.3 Rotor Structural Dynamics

In OrcaFlex, the rotor is modelled using a finite element representation, the complexity of which
is shown in appendix B.1.3. In preparation for further simplifications in section 8, this subsec-
tion aims to understand the potential deviations that may arise from using a simplified model.

Theoretical background is available in appendix A.8
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7.3.1 Numerical Modifications

To simplify modelling of the blades, two approaches are taken. In the first simplification, the
structural damping of the blades is neglected. In the second simplification, both the structural
damping and blade deformations are disregarded by treating the blades as rigid beams. This is
accomplished by excluding the degrees of freedom associated with the blade nodes from the

dynamic calculations.

7.3.2 Results

The analysis begins with an examination of simulation time. By modelling the blades as rigid, an
average simulation time reduction of almost 25% is achieved, and excluding the effects of blade
damping results in an average reduction of 22.5%. Whereas for the simulations with rigid blades,
simulation time is almost independent of the environmental load cases, strong fluctuations are
observed for the simulations excluding the effects of structural blade damping. Special attention
should be paid to load case 9, where the duration of the simulation without the effects of blade
damping even exceeds the simulation duration of the reference model.

The impact of excluding structural blade damping on output parameters selected in section 5.3
is examined. It is found that most of the selected parameters show no significant differences
compared to the reference model. The relative differences in their averages, maximum values,
and standard deviations are all below 0.2% on average. However, notable discrepancies are
observed in the case of absolute nacelle acceleration, particularly for load cases 9 and 10, as

illustrated in figure 30.
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Figure 30: Maximum absolute nacelle acceleration with and without structural blade damping
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For load case 9, an overestimation by almost 18% is observed. It can be explained by examin-
ing the rotor’s absolute angular acceleration, as shown in figure 31. The appearance of peaks
is explained through the theoretical background given in appendix A.8.1, which highlights that
structural damping is utilised to dampen out spurious oscillations that arise in the high-frequency
domain. The exclusion of structural damping in the simplified model leads to computational in-
stabilities at certain frequencies in the blades, resulting in peaks in the angular acceleration.
These peaks directly translate into nacelle acceleration and account for the observed overesti-

mations of maximum values.

= Structural Blade Damping Included
0.20 — Structural Blade Damping Not Included -
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Figure 31: Rotor absolute angular acceleration with and without structural blade damping for the first
1000 seconds of load case 9

Modelling blades as rigid bodies leads to significant differences compared to the reference
model, particularly for the absolute tower base bending moment. Comparing the average and
standard deviation determined for the different load cases with those of the reference model, the
average relative differences are 13% and 14%. As defined in section 6.6, the tower base bend-
ing moment is highly dependent on wind loads and, specifically, the rotor thrust force. Further
analysis of the thrust force reveals that the aerodynamic load estimations differ significantly
between the two models. In Figure 32, it is evident that the simplified model exhibits an aver-
age thrust force overestimation, especially for lower load cases, with a peak overestimation of
14% observed in load case 4. Additionally, for higher load cases, the simplified model predicts
significantly higher blade pitch angles than the reference model. Consequently, this overesti-
mation of blade pitch leads to an underestimation of thrust forces. Load case 9 is of particular
interest. The simplified model overestimates the blade pitch angle to an extent that simulates a

rotor shut-down, an event not observed in the reference model.
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Figure 32: Average and standard deviation of aerodynamic thrust for rigid and deflectable blades

The impact of changing structural dynamics on wave resonance effects is examined. Regular
waves with varying periods are applied onto the simplified model and the maximum values of
output parameters are compared to results from the reference model, given in section 6.5. It is
found that, except for the absolute nacelle acceleration, no significant differences are observed.
In figure 33 the peak in absolute nacelle acceleration is still visible for the same wave period, but
with an amplitude almost 10% higher. Combining results from figure 32 and 33 demonstrates

the intricate relationship between structural properties of the blades, aerodynamic forces, and

| 1
lI
s - o

8

hydrodynamic resonance phenomena, highlighting the overall complexity of the system.
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Figure 33: Maximum absolute nacelle acceleration for models with rigid and deflectable blades for dif-

ferent wave periods
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7.4 Conclusion - High Interconnectivity of Domains

In conclusion, this section demonstrates that even the exclusion of minor parameters can signifi-
cantly influence system dynamics. The impact of aerodynamic model enhancements is relatively
small, with the highest influence observed around the rated wind speed. Analysing structural
blade damping reveals its impact during loading conditions where computational instabilities
lead to high-frequency oscillations. The inclusion of structural damping effectively mitigates
instabilities, resulting in notable effects on average and maximum nacelle acceleration. Care
must be taken when performing simplifications to avoid overlooking such local effects, exhibit-
ing considerable impacts solely under specific excitation, notably load cases 9 and 10 in this
study. The exclusion of blade damping leads to a considerable reduction in calculation time for
the load cases in which it does not induce oscillations. Modelling blades as rigid beams further
enhance computational efficiency. However, these simplifications come at the cost of reduced
accuracy, illustrating the trade-off between computational speed and precision. This compromise
is reflected in the disparities observed not only in the average values but also in the standard de-
viations of the selected output parameters.

The key finding of this section underscores the profound interconnection among various do-
mains. Modifying the structural modelling of blades and representing them as rigid beams di-
rectly affects the acrodynamic forces acting on the rotor. Moreover, the interplay between hydro-
dynamics and structural dynamics is shown, as illustrated by the changes in resonance effects
when structural modelling is altered. These insights indicate that future simplifications in the
rotor representation are likely to have broad-ranging effects, impacting not only local dynamics

but also influencing the overall behaviour of the entire structure.
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8 SIMPLIFIED ROTOR REPRESENTATION

8.1 Introduction

To optimise computational resources and reduce simulation time, a significantly simplified model
of the floating offshore wind turbine is developed. This section investigates the model’s ability to
capture the turbine’s dynamic behaviour. The simplified model involves substituting the turbine
rotor with a three-dimensional mass element possessing the appropriate inertial characteristic,
in terms of the position of the centre of gravity, the mass and the second moment of inertia.
A force is then applied to this mass element to represent the thrust generated by wind forces.

Figure 34 illustrates the conceptual representation of this simplified model.

Figure 34: Representation of the reference and simplified FOWT in OrcaFlex

The floating substructure, mooring lines, tower, and nacelle properties in the simplified model
remain identical to those of the reference model. The buoy representing the rotor incorporates
the mass and mass moments of inertia of both the hub and blades, with its centre of gravity
located at the same position. The assumption is made that the gyroscopic effect resulting from the
combination of blade rotation and pitch or yaw movements of the structure can be disregarded.
The surface area of the 3D element representing the rotor and the nacelle is considered negligible,

as it is assumed that all wind loads are already accounted for within the thrust force.
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8.2 The General Principle for Thrust Calculation

The fundamental principle underlying the estimation of thrust loads can be comprehended by
referring to figure 35. The approach involves extracting the wind velocity at the hub height from
the dynamic simulation and using a predefined relation between thrust and incident wind speed
to determine the aerodynamic forces. Since this relationship is established based on discrete data
points, a linear interpolation is employed. To account for effects such as rotor ramp-up or shut-
down, modifications must be applied to this thrust force. The Python code used to perform this

conversion can therefore be seen as a transfer function that converts a wind speed into a force.

Thrust Calculation at Each Time-Step

Extract the wind speed from o v /\
the time-domain simulation ot =

2000 1

Linear interpolation between Ty = (Vo)
discretized values bt ot

v
VL

1500

10 15

Apply the thrust force onto the 3D element Wind speed [m/s] :
.

Adapt the force to account for rotor ramp-up or
shut-down

Aerodynamic thrust force [kN]

\ 4

Figure 35: The fundamental concept behind determining the magnitude of thrust loads at each time step

8.3 Databases with Discrete Values

The importance of having databases containing discrete values for rotor thrust becomes apparent
when examining the concept presented in figure 35. For the advanced model, databases are

necessary not only for aerodynamic thrust but also for blade pitch and aerodynamic torque, as

discussed in section 8.4.

8.3.1 Creation of a Database for the Rotor Thrust

A database for rotor thrust is created through a 30-minute simulation of the reference FOWT.
The simulation involves a gradual increase in wind speed, while no current or wave loads are
applied. The resulting aerodynamic thrust force experienced by the rotor is shown as the blue
line in figure 36. Utilising the complete FOWT model allows for the consideration of complex

dynamic phenomena. Notably, at both low and high wind speeds, the thrust force approaches
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zero due to rotor start-up and shut-down, as explained in section 6.4. Additionally, in region 3

above the rated wind speed, the thrust force exhibits important oscillations around a trendline.
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Figure 36: Creation of a database for the rotor thrust

The observed oscillations in the rotor thrust can be attributed to the rotation of the blades, as
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extensively discussed in section 8.5.3, with a particular focus on figure 44. It is shown that max-
imum thrust forces occur when one of the blades is pointing upwards, while the configuration
with one blade pointing downwards is associated with the lowest thrust forces. The frequency
of these oscillations is therefore three times higher than the rotational frequency of the rotor.

The values extracted for the rotor thrust database are represented by the black line in figure 36
and are provided in table 12 in appendix C.5.1. The thrust is discretised for wind speeds ranging
from 0 to 40 m/s in steps of 0.5 m/s. For wind speeds vy, between 6.5 and 25 m/s, the discretised
values are obtained by averaging the thrust within the interval [v, — 0.25, vy, + 0.25]. For wind
speeds below 6.5 m/s, the thrust is approximated assuming a second-order relation with the wind
speed, inspired by results presented in equation (21). Above the cut-off wind speed of 25 m/s, the
thrust is simply approximated linearly with the same slope as at 25 m/s. However, it should be
noted that values above this rated wind speed are of minimal significance since operation in this
region occurs only for brief periods. If wind speeds remain too high for an extended duration,

the blade pitch exceeds its maximum value, triggering a rotor shutdown.

8.3.2 Creation of a Database for the Blade Pitch and Aerodynamic Torque

The aerodynamic torque and blade pitch are utilised for modelling the ramp-up and shut-down
of the wind turbine, respectively, as explained in section 8.4. Unlike the thrust force, they are not
directly applied as inputs to the model but are used to adjust the thrust in these two regions. When
constructing the thrust force database, the dynamic behaviour of the floater is taken into account.
Conversely, for the torque and pitch databases, a focus on the internal turbine control is desired,
disregarding global system dynamics. Therefore, wind loads are applied to the wind turbine
model with a fixed hub position. During the simulation, wind speeds are linearly increased from
0 to 40 m/s. From this simulation, values for blade pitch and aerodynamic torque are extracted.
Plotting rotor torque as a function of wind speed in figure 37 exhibits a distinct trend. Initially, the
torque increases steadily and reaches a plateau around 12.5 m/s, where significant oscillations
occur. Beyond the cut-off wind speed, torque rapidly decreases and eventually reaches zero.

As for rotor thrust, these oscillations result from rotor rotation. The torque database is formed
using a similar averaging process as for rotor thrust for wind speeds above 12 m/s. However, for
lower wind speeds, this approach yields unsatisfactory results. Therefore, an alternative method
is employed, which involves conducting additional simulations. These simulations involve ap-

plying a constant wind for a duration of 600 seconds. Each wind speed ranging from 0 to 12
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Figure 37: Aerodynamic torque as a function of the wind speed

m/s is simulated with a step size of 0.5 m/s. The simulations converge to a steady value around
which oscillations occur. The resulting torque database is provided in table 14 in appendix C.5.3.
In the “’plateau” region, the torque is approximated as a constant value. Above the cut-off wind
speed, the torque is assumed to be zero. While this assumption may not perfectly align with the
physical behaviour, it is considered acceptable since the aerodynamic torque is solely used for
the ramp-up procedure. If the cut-off wind speed is exceeded, the turbine will not be ramped
up, making the aerodynamic torque irrelevant. For the blade pitch, a similar approach is utilised

with the results provided in table 13 in appendix C.5.2.

8.4 External Python Code for Thrust Calculation

In the subsequent section, the Python code called upon by the dynamic model is examined in
detail. It includes an initialisation step that is executed only once at the start of each simulation,

and a core section that is invoked at the beginning of every new time step.

8.4.1 Initialisation

Figure 38 below provides a schematic view of the initialisation step, which is only utilised once
at the start of the simulation. The code reads the Excel files containing the database of thrust,

pitch, and torque values. These values are then stored in the system memory in matrix form for
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the entire duration of the simulation. Furthermore, during this initialisation step, the blade pitch
(P) and rotor speed (w) are set to zero. Additionally, a stage variable is initialised to 0, indicating

the current stage of the thrust calculation being the rotor ramp-up.

Excel
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D : python
Import values from the R o 5 R
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= = self.Torque = [0.00, 1.60, ..., 0.00]
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39.5 541.86
40 531.53
,| Initialise pitch and rotor . Bo=0
speed to zero wy=0

Set the operational stage
to rotor ramp-up

v

self.stage = 0
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Figure 38: Initialisation step for the thrust calculation code

8.4.2 Thrust Calculation at each Time-Step

At each time-step, OrcaFlex calls upon an external Python code, described in figure 39, to com-
pute the aerodynamic thrust force. At the beginning of each time-step, the wind speed experi-
enced by the rotor is extracted from the dynamic time-domain model. Using the database im-
ported during the initialisation phase and employing linear interpolation, the reference values
for blade pitch and aerodynamic thrust, denoted as (3,.; and 7,.; respectively, are computed
based on the corresponding wind speed. Subsequently, the blade pitch is adjusted by updating
its value. The adjustment is based on the difference between the reference pitch S..r and the pitch
value from the previous iteration ;. This difference, denoted as A, is compared to a maximum
increment value defined in the turbine properties A, to ensure that the pitch variations remain
within a feasible range. If the blade pitch surpasses a specified threshold f3,,,,., the stage variable
is updated to indicate the turbine’s transition into the shutdown mode. Simulations for different
thresholds are compared to determine the one that achieves rotor shutdown at wind speeds com-
parable to the reference model. In normal operation (stage variable = 1), the thrust force is simply
set to the reference thrust 7,.. ¢, previously extracted from the database. In ramp-up or shut-down
stages, additional modifications are made to the reference thrust force to accommodate changing

operational conditions during these transitions.
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Figure 39: Algorithm for the calculation of the aerodynamic thrust force at each time-step

8.4.3 The Ramp-Up Stage

The stage variable, when equal to zero, indicates that the rotor is being accelerated from a stand-
still to an operational configuration. As explained in 8.4.1, all simulations start from such an
idle configuration with the initial angular velocity wy set to zero. Following figure 40 illustrates

the sequential steps involved in this ramp-up stage.

The Ramp-Up Stage

@ python’
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the reference torque self. Thrust =[0.00, 5.73, ..., 531.53]
self. Torque =[0.00, 1.60, ..., 0.00]
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—>| Calculate the torque factor |—> Mrorque = f(Vesat)

_’| Adjust the torque |_> Qevat = Qref - Ttorque T Qrer - (1 - rtorque) (0 / Oref )

—>| Adjust the rotational speed I—-—> Opsgi= Qraar/ I > Wt = W; + Opqe - dt

—>| Calculate the thrust factor |—> Fetrust = F(Verat)

’ AdeSt the thrust Tt+dt = lief * Tthrust T Tref . (1 . rthrust) : (wt+dt/ wref)

Figure 40: Algorithm for the calculation of the thrust force in the ramp-up stage

In a first step, the torque database and the wind speed are utilised to calculate the torque refer-

ence value, represented as Qr.r. Subsequently, a torque factor denoted as 7orque 15 determined,
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the analytical expression and physical interpretation of which can be found in appendix B.2.
Furthermore, appendix B.2.1 explains the relationship between the aerodynamic torque and the
rotor rotational speed w,. This relationship is assumed to be linear, based on the expression given
in equation (28). Consequently, the torque Q)¢ 4 is calculated using equation (10) below, where

wrer Tepresents the rotational speed at which the rotor enters into operational mode.

W
Qt+dt = T'torque Qref + (1 - Ttorque) Qref ( d > . (10)

Wref

Next, the rotor speed w is updated using the rotor angular acceleration a, which is determined by
dividing the rotor torque () by the rotor moment of inertia /. (dt represents the time-step utilised
in the implicit solver of the dynamic model.)

— Qt+dt
AOpydt = — 1

(11)
Wigdr = Wy + Qpqy di

In a final step, rotor thrust is calculated. The expression shown in equation (12) is chosen based
on observations from the reference model, which reveals a predominant linear relationship be-
tween the thrust and rotor speed, as determined in section 6.4.1. For instance, in the rotor ramp-
up stage for the simulation with the second load case, a high Pearson correlation coefficient of
0.97 is observed between these two variables, indicating strong linearity. Similar to the torque, a
thrust coefficient denoted as 7y, 1s introduced to account for the portion of thrust that remains

independent of rotor speed. Further explanation about this factor is given in appendix B.2.2 and

it is used in the final expression of the rotor thrust as:

w
Td+dt = T'thrust Tref + (1 - Tthrust) T‘ref ( t+dt) . (12)

8.4.4 The Shut-Down Stage

When the wind turbine surpasses a predefined threshold [y, it enters the shut-down stage,
as described in section 6.4.2 and implemented in figure 39. The thrust value Ty at which this
transition is observed is retained. At each iteration, the estimated thrust after shut-down, denoted

as 11y, is calculated using the relationship:

rrv = 0.003 - Visgr — 0.048
(13)



Here ry is a coefficient indicating the percentage of thrust experienced after the turbine shut-
down. Through observation of results from simulations using the reference turbine, a linear
relation between this coefficient and the wind speed v, 4 is assumed and the analytical formula
given in equation (13) is obtained. The thrust value at the next time step, denoted as 7}, 4, is
then determined using the following expression based on the current blade pitch angle 5y, 4:

(14)

Turar = Tog + (Tiy — Tag) - (M) _

BIV - 5max

Brv corresponds to the blade pitch angle after complete shutdown. Since the turbine is stopped

applying blade feathering, as described in section 6.4.2, Sy equals 90 degrees.

8.4.5 Application of Loads

OrcaFlex provides two options for applying the load to the three-dimensional element that re-
places the rotor: global load and local load. The global load is aligned with the global axes of
the model, while the local load is aligned with the local axes of the element. If the 3D element
undergoes rotation, the local loads will rotate accordingly, whereas the global loads will main-
tain their fixed orientations. Although the magnitude of the applied force is the same for both
local and global loads, the use of global loads leads to significant differences compared to the
reference model and to an underestimation of the dynamic effects. On the other hand, applying

local loads yields much better results and is therefore used to apply the calculated force.

8.5 Results

In accordance with the discussion in section 5.4.3, simulations with a length of 2 hours are

performed to ensure statistically reliable comparisons.

8.5.1 Simulation Time

It is found that the simplified model offers an 82.7% reduction in average simulation time com-
pared to the reference model, decreasing it from 3 hours and 50 minutes to just 37 minutes.
This significant reduction in simulation time allows for more simulations to be performed in
less time, improving work efficiency.

Furthermore, when observing the required iteration per time step, it is seen that the simplified

model requires no more than one iteration, while the reference model necessitates up to five
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iterations. These findings suggest that the simplified model’s time step may be unnecessarily
small, and further reductions in simulation time can be achieved by increasing it. Indeed, in-
creasing the time step from 0.025 to 0.05 results in an additional 48.43% reduction in average
simulation time. However, beyond a time step of 0.1, the reduction in simulation time becomes
less significant, as can be seen in figure 41. Using a time step of 0.1 seconds leads to an average
simulation time of 10 minutes, which is a 95.4% decrease in computational time compared to
the reference model’s 3 hours and 50 minutes. Despite the relatively large time step, the simpli-
fied model requires no more than two iterations per time step for any simulation, whereas the
reference model with a time step of 0.1 seconds already exceed 70 iterations per time step for
some load cases. In the following, results for both time steps, 0.025 seconds and 0.1 seconds, are

compared to investigate whether or not increasing the time step influences the system dynamics.
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Figure 41: Variation of the average simulation time as a function of the time step of the implicit solver

8.5.2 Thrust Force

The estimation of the rotor thrust is examined for two different simplifications, utilising time
steps of 0.025 and 0.1 seconds, respectively. The average and standard deviation of this force
is compared to the aerodynamic thrust force calculated using Blade Element Momentum Theory
(BEMT) for the reference turbine. Figure 42 presents the results for each load case, identified
by its corresponding reference wind speed.

When examining the average rotor thrust, it becomes evident that the simplified model tends to
overestimate the thrust for each load case. Table 8 presents the relative differences in average
thrust values, denoted as A,yerage, between the reference model and the simplified model with a

time step of 0.025 seconds. Notably, these relative differences are highest for smaller load cases,
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Figure 42: Average and standard deviation of the time-history of rotor thrust for all 11 load cases

indicating that the estimation of thrust forces for low wind speeds is less accurate. On average,
the simplified model overestimates the thrust force by approximately 7%. Furthermore, figure
42 illustrates that there is no significant difference in average values between simulations with
time steps of 0.025 and 0.1 seconds. This observation is further supported by quantifying the

relative difference between these averages, which does not surpass 0.03% for any load case.

Table 8: Relative difference between the average rotor thrust (reference model) and applied force (sim-
plified model with time step 0.025) for each load case

Load Case 1 2 3 4 5 6 7 & 9 10 11
Vief [M/S] 6 &8 10 12 14 16 18 20 22 24
Aaverage [70] 11.7 38 36 7.1 54 45 43 4213 11.1

When examining the standard deviation, represented by the black error bars in figure 42, it
is noteworthy that despite higher average values, the simplified model exhibits lower standard
deviations and, consequently, reduced variations. To further investigate those disparities, the rel-
ative difference is calculated between the standard deviation of the rotor thrust for the reference
model and the simplified model with a time step of 0.025, as presented in table 9. Notably, the
underestimation of the standard deviation is most pronounced for higher load cases. Upon exam-
ining the absolute values, it is observed that variations for the reference model are highest above

rated wind speed, while for the simplified model they peak below rated wind speed. Differences

66



for standard deviations between simplifications with different time steps are insignificant.

Table 9: Relative difference between the standard deviation of the rotor thrust (reference model) and the
applied force (simplified model with time step 0.025) for each load case

Load Case | 1 2 3 4 5 6 7 8 9 10 11
Vref [M/s] 4 6 8 10 12 14 16 18 20 22 24

Agsp [%] [-3.8 92 -12.8 -36.6 -47.6 -50.1 -55.1 -60.4 -66.1 -12.6 -30.1

To compare time-evolution of thrust forces between the reference and simplified models, Pear-
son correlation coefficients are computed. The results of the correlation analysis are presented
in table 10, providing a direct comparison between the time histories of thrust values for the two
models. Referring to the explanations provided in appendix A.9, it is observed that for lower
load cases and cases where turbine shut down occurs (load cases 10 and 11), the correlation
coefficients, denoted as ryssim, are relatively high. This finding suggests that when one model
exhibits a high (respectively low) thrust force, it is frequently observed that the other model also
experiences a high (respectively low) thrust force. This aligns with expectations since both mod-
els encounter the same time-variations in wind speed. In contrast, load cases characterised by
moderate wind speeds above the rated wind speed of 10.6 m/s exhibit coefficients with small ab-
solute values, indicating the absence of correlation. In these cases, although the reference model
and simplified model experience identical time-variations of wind speeds, the thrust forces ex-
hibit different behaviour. The negative correlation coefficients observed for many higher load
cases suggest that when one model experiences a high thrust force above the average, the other

model most frequently exhibits a low thrust force below the average.

Table 10: Pearson correlation coefficient between rotor thrust (reference model) and applied force (sim-
plified model with time step 0.025) for each load case

Load Case 1 2 3 4 5 6 7 8 9 10 11
Vet [M/8] 4 6 8 10 12 14 16 18 20 22 24
Trersim [-] | 0.80  0.71 0.67 0.47 0.10 -0.01 -0.08 -0.18 -0.24 0.87 0.67

In addition to comparing the two thrust forces, a correlation analysis between rotor thrust and
wind speed is conducted and presented in terms of correlation coefficients in table 11. For the
simplified model, a strong correlation between rotor thrust and wind speed is observed. Wind
speeds below the rated wind speed (10.6 m/s) exhibit a positive correlation, while wind speeds

above the rated value show a negative correlation, indicating an inverse relationship. For load

67



cases at which a shut-down occurs, correlation is positive again. These observations aligns with
theoretical expectations, as thrust force is expected to peak at the rated wind speed and subse-
quently decrease if wind speeds further increase. After shut-down, blade pitch cannot further be
adapted, therefore thrust forces increase again with wind speed. Two outliers are observed; at
load case 4, which is close to the reference wind speed, and at load case 10, the first case where a
shut-down occurs. They can be explained by the switch in configuration, changing from positive
to negative correlation and vice versa.

When increasing wind speeds gradually in an incremental manner, allowing the turbine suffi-
cient time to adapt to changes, this trend is also observed in the reference model, as depicted in
figure 36. In reality, the turbine often lacks sufficient time to fully adapt to rapid fluctuations in
wind speed due to system limitations, such as the response time of the blade pitch actuator. This
delay in the turbine’s response leads to a more complex adjustment of the aerodynamic thrust
force. As a result, the correlation coefficients between wind speed and thrust force for the ref-
erence model are relatively low. Even for higher wind speeds, positive correlation coefficients
are observed, indicating that wind speeds above the average are often accompanied by thrust
forces above the average. This discrepancy in the correlation coefficient contradicts theoretical
expectations, as thrust force is expected to decrease with increasing wind speed above the rated
wind speed. The deviation from this theoretical expectation is attributed to the slower system
adaptation, particularly the delayed adjustment of the blade pitch angle.

Table 11: Pearson correlation coefficient between rotor thrust and wind speed for each load case; for both
the reference model (rys rer) and simplified model with time step 0.025 (rys_sim)

Load Case | 1 2 3 4 5 6 7 8 9 10 11
Viet [M/S] 4 6 8 10 12 14 16 18 20 22 24
Twsref [-] | 0.58 0.64 0.59 0.33 023 0.14 0.16 024 031 0.16 0.72
Tys-sim [-] 0.35 0.23

In summary, the average thrust forces calculated for both the simplified and reference models
are very close, with a slight overestimation observed for the simplified model. However, it is
observed that fluctuations are much higher for the reference model. The correlation analysis
presented in table 10 reveals that correlation between the two thrust forces is only high for low
load cases or load cases where rotor shut-down has occurred. Considering the turbine’s opera-
tional regions discussed in section 6.2.1, it becomes apparent that when the turbine is controlled

through blade pitch, significant discrepancies exist between the two thrust forces. However, for
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lower load cases where the turbine is controlled through rotor speed, their behaviour correlates
better. Regarding the simplified model, no significant differences between the thrust forces for

time steps of 0.1 or 0.025 seconds are observed.

8.5.3 Rotor Behaviour at a Sudden Wind Gust

To observe the contrasting behaviour of the reference and simplified models and its implications
on the thrust force, an additional simulation is conducted. The turbine is initially held in a stable
configuration, with a constant incident wind speed of 20 m/s, and no wave or current loads
applied. At 100 seconds, an instantaneous increase in wind speed to 24 m/s occurs, followed
by a return to initial conditions at 200 seconds. Figure 43 illustrates the time evolution of the
wind speed, as well as the rotor thrust, either applied as a force onto the simplified model or
calculated using BEMT for the reference model. Additionally, the evolution of the blade pitch

angle for the reference model is depicted.
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Figure 43: Wind speed, rotor thrust and blade pitch during a sudden wind gust

It is important to note that for the considered wind speeds, the turbine is controlled through blade
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pitch adjustment. Prior to the sudden increase in wind speed, the blade pitch angle stabilises
around 15 degrees. This value aligns with expectations based on the pitch database introduced
in section 8.3.2. Furthermore, the database provides information on the blade pitch angle ex-
pected at a wind speed of 24 m/s, which is 19 degrees. However, upon increase in wind speed,
the turbine does not instantaneously encounter the modified wind with the adapted pitch angle,
as system adaptations require time. Consulting appendix A.5 with explanations about BEMT, it
becomes apparent that due to the small pitch angle, the angle of attack of the wind on the blades
is too low. Knowing that lift and drag coefficients are dependent on the angle of attack, em-
ploying equation (30) for thrust calculation reveals that the thrust forces are significantly higher
at this lower angle of attack. These high thrust forces are observed in figure 43 as the peak
in rotor thrust for the reference model immediately after the increase in wind speed. To coun-
teract these high thrust forces and the accompanying high torque, the blade pitch is gradually
increased. Consequently, the thrust force decreases, and the system undergoes fluctuations in
thrust (and torque) to which the blade pitch is steadily adapted. The system eventually reaches a
new equilibrium position after approximately 60 seconds, where blade pitch indeed is at a value
of 19 degrees. When the wind speed undergoes its second instantaneous change back to initial
conditions, a similar phenomenon occurs but in reverse. The blade pitch is too high for the en-
countered wind speed, leading to lower thrust forces. Again, the system requires approximately
60 seconds to adapt to this new configuration.

In contrast to the reference model, thrust adaptation in the simplified model is instantaneous, as
indicated by the black line in figure 43. This instantaneous response, compared to the behaviour
of the reference model, which requires time to adjust to changes in environmental conditions, is
the primary reason for the observed differences discussed in section 8.5.2. With the rotor speed
and the blade pitch, the rotor in the reference model possesses a "memory” that is not present
in the simplified version. In other words, due to the rotor’s inertia, implementing changes in the
reference model requires time.

It is important noting that the rotor thrust in the reference model exhibits fluctuations even when
environmental conditions are stable. These fluctuations can be attributed to the variations in ro-
tor configuration. By plotting the time evolution of rotor thrust against the vertical position of
the tips of the three blades, as shown in figure 44, it is observed that maximum aerodynamic
thrust is achieved whenever the rotor configuration is such that one of the blades is on the verge

of reaching its highest position, pointing upwards. Conversely, when one of the blades is point-
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ing downwards, the rotor thrust is at its minimum. This dependency of thrust force on rotor
configuration can be attributed to the vertical variation of wind speed caused by wind shear,
as explained in appendix A.4. The simplified model, however, does not take into account these
vertical variations but instead considers only the wind speed at the hub height. As a result, the
simplified model does not exhibit the fluctuations observed in the reference model, which occur

at a frequency three times higher than the rotational frequency of the rotor.
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Figure 44: Time-evolution of rotor thrust and vertical position of blade tips for the reference model

8.5.4 Absolute Tower Base Bending Moment

In Section 6.6, the high correlation between tower base bending moments and aerodynamic
thrust forces was established. This allowed the conclusion that the bending moments and subse-
quent stresses and fatigue loads in the tower base are primarily influenced by aerodynamic loads.
Given that the simplified model introduces a change in the calculation of aerodynamic forces, it
becomes crucial to examine its impact on this specific output parameter. Figure 45 displays the
average and standard deviation for the tower base bending moment. It is evident that, as a general
trend, the bending moments are overestimated in the simplified model, with an increase of 5.4%
in average compared to the reference model. This overestimation aligns with the overestimation
of average thrust force for the simplified model, as demonstrated in figure 42. However, when
considering the standard deviation for the tower base bending moment, represented by the black
error bars in figure 45, it is observed that variations are much more significant for the simplified
model than for the reference model. Interestingly, this increase in standard variation cannot be
attributed to a corresponding increase in the standard deviation of the thrust force. Figure 42
and table 9 demonstrate that variations in thrust force are much smaller for the simplified model

compared to the reference model.
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Figure 45: Average and standard deviation of absolute tower base bending moment for all 11 load cases

For a more in-depth analysis, load case number 3 is being focused on. In this specific case,
figure 45 shows that the standard deviation in the simplified model is 116% higher compared
to the reference model. In sharp contrast, the standard deviation for the thrust force given in
figure 42 1s 13% lower in the simplified model compared to the reference model for the exact
same load case. To understand the cause of this phenomenon, the influence of wave and wind
loads is examined, similar to analyses in section 6.6. The simplified model with a time-step of
0.1 seconds is used, and additional simulations are performed with wind loads only and wave
loads only. The results, along with a comparison to combined loading, are shown in figure 46.
Focusing on load case 3, it can be concluded that the overestimation of standard deviations
observed in figure 45 originates from wind loads and not from wave loads.

To gain deeper insights into the high standard deviations observed for the absolute tower base
bending moment, a thorough analysis of results for platform pitch is conducted in the subsequent
section 8.5.5. Previous observations from section 6.6 have revealed that the tower base bending
moment is influenced by two primary factors: the aerodynamic thrust force and gravitational
loads. Gravitational loads result from the combined weight of the rotor, nacelle, and tower, acting
with a leverage arm that depends on the platform pitch. Therefore, the investigation of variations
in platform pitch becomes crucial in understanding the root cause behind the high fluctuations

observed in the tower base bending moments.
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Figure 46: Average and standard deviation of the absolute tower base bending moment for the simplified
model with a time-step of 0.1 seconds for wind loads only, wave loads only and combined load cases

8.5.5 Platform Pitch and Mooring Line Tension

Figure 47 displays the average and standard deviation of platform pitch for different load cases.
Average values for the simplified model are underestimated for load cases for which no shut-
down occurs. This can be attributed to the overestimation of average thrust forces displayed in
figure 42, which results in a greater average inclination of the platform away from the wind. On
the other hand, overestimations are observed in standard deviations. High variations in platform
pitch can be attributed to the complex control system utilised in the FOWT, as explained in
section 6.2.3. This control system plays a crucial role in mitigating the effects of intricate phe-
nomena, as exemplified by the principle of negative damping. As depicted in figure 20, these
effects can have a significant influences on platform pitch. The absence of a control system
in the simplified model leads to some movements not being compensated, resulting in higher
standard deviations. The overestimation of variations is most pronounced just below the rated
wind speed of 10.6 m/s. As explained in section 6.2.2, the reference model includes a transition
region that enables a smooth switch from partial to full load control. This transition region not
being implemented in the simplified model results in an increase in platform pitch fluctuations,
particularly for the third load case, corresponding to a mean wind speed of 8 m/s.

As mentioned in section 8.5.4, the tower base bending moment is highly dependent on platform
pitch. Therefore, the substantial variations in platform pitch directly lead to significant variations

in the tower base bending moment.
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Figure 47: Average and standard deviation of platform pitch for all 11 load cases

Regarding average mooring line tension, the difference between the reference and simplified
models is less than 2% in average. Unlike platform pitch, there are no significant overestimations
of standard deviations. This can be attributed to the strong dependence of mooring line tension
on surge motion. As discussed in section 6.2.3, the control system is more focused on mitigating

pitch motions than surge motions, making mooring line tension resilient to its absence.

8.5.6 Absolute Nacelle Acceleration and Velocity

The last two parameters under analysis are the absolute nacelle acceleration and velocity. Upon
examination, it is evident that the results for the simplified model with both time steps are very
similar, showing no difference in average values and standard deviation greater than 0.2% for
any load case. Therefore, figure 48 focuses on the comparison for the simplified model with a
time step of 0.1 seconds. Similar to platform pitch and tower base bending moment, a significant
overestimation of the standard deviation is observed for the lower load cases. Additionally, un-
like previous findings, substantial differences in the average values are also observed. Notably,
for load case 3, the average absolute nacelle acceleration is overestimated by around 98%, twice
the value observed for the reference model. For absolute nacelle velocity, overestimations of av-
erages are even more pronounced, reaching almost 2.5 times the values of the reference model
for load case 3.

Figure 49 presents the comparison of absolute nacelle acceleration between wind-only, wave-

only and combined load cases for the simplified model. Notably, overestimation of average
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Figure 48: Average and standard deviation of absolute nacelle acceleration for all 11 load cases

accelerations still persists in the wind-only simulations, particularly evident in load case 3. Con-
versely, no such overestimation is observed in the wave-only simulations. For absolute nacelle
velocity, these overestimations are even more pronounced. Consequently, it can be concluded
that the overestimations in both average values and standard deviations of absolute nacelle ac-
celeration and velocity for lower load cases are primarily attributed to wind loads, rather than
wave-related phenomena. These overestimations are linked to the absence of a control system in
the simplified model. They are most prominent in the transition region, where a control system

would be vital to facilitate a smooth transition from partial to full power production.
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Figure 49: Average and standard deviation of the absolute nacelle acceleration for the simplified model
with a time-step of 0.1 seconds for wind loads only, wave loads only and combined load cases
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8.6 Summary - Key Findings from the Simplified Model

The simplified model offers a significant reduction in computational time. Employing the same
time step as for the reference model, a reduction of 83% is achieved, while by employing a time-
step of 0.1 seconds, computational time can be reduced by over 95%. Throughout the analyses,
no significant differences were observed between results for different time steps.

For thrust forces, the simplified model slightly overestimates average values but presents im-
portant underestimations for their standard deviations. For higher load cases, when the turbine
is controlled through blade pitch, discrepancies are most significant. For lower load cases where
the turbine is controlled through rotor speed, differences are smaller and time-variations of thrust
forces by the simplified model are better estimated. The discrepancies arise from the ’system
memory’ present in the reference model but absent in the simplified model. It causes the turbine
to face wind at non-optimal configurations, whereas for the simplified model, turbine configu-
ration is considered optimal all the time.

For global output parameters, namely platform pitch, mooring line tension, and tower base bend-
ing moment, the simplified model yields good predictions of average values. The absence of a
control system for the simplified model leads to high fluctuations and thereby standard devia-
tions for platform pitch, which translate to fluctuations in tower base bending moment. However,
mooring line tension remains relatively unaffected due to its strong correlation with surge mo-
tion. For absolute nacelle acceleration and velocity, the absence of a control system not only
increases standard deviations but also leads to important overestimations of absolute values,

especially in the proximity of the transition region.

8.7 Conclusion - Domain of Application of the Simplified Model

The simplified model offers a trade-oft between speed and accuracy, making it suitable for ob-
taining quick results while maintaining acceptable precision for most output parameters. Its ef-
ficiency allows for a higher volume of simulations within a limited timeframe, increasing over-
all work efficiency significantly. The domain of application of the simplified model would be
during the preliminary stages of basic design (see figure 9). It is well-suited for a comparison
between different floater layouts or turbine configurations, providing a global overview of tur-
bine dynamics, aiding in decision-making processes. Once the floater layout is chosen, a more
comprehensive model with a discretised representation of the rotor can be used for more detailed

analyses and precise determination of dynamics, especially for complex load cases.
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To conclude, the choice of model accuracy depends on the specific goal of the investigation. For
comparative studies involving a large number of simulations, simplifications are advantageous.
On the other hand, for in-depth examinations of a specific floater layout, using a more accurate

model is preferable to ensure thorough results.
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9 SUMMARY

For this study, the selection of the semi-submersible floater type is based on the analysis pre-
sented in section 2. As illustrated in [Mai+20] and [Cas+20], this choice is supported by the lower
life cycle costs of the semi-submersible compared to other floater concepts, a factor partly driven
by the simple and cost-effective float-out and installation procedures outlined in [Mai+20]. This
floater type holds further advantages, such as its suitability for a wide range of water depths, as
emphasised in [LKC18]. Additionally, ongoing technical advancements, like cancellation ge-
ometries and stabilising active ballast systems described in [LKC18], allow to compensate for
some of the disadvantages of the concept. These favourable characteristics position the semi-
submersible floater as the predominant choice for upcoming projects, as evidenced by [Dia+22],
making it suitable for the floating substructure used in this research.

Throughout this study, the complicated task of numerically modelling floating offshore wind
turbines presented a great number of challenges, particularly due to the complicated nature of
the aero-hydro-servo-elastic model, extensively discussed in [Far+22]. However, this complex-
ity is ably addressed by the well-suited and efficient pairing of OrcaWave for diffraction and
radiation analysis, alongside OrcaFlex for finite-element time-domain dynamic analysis. The
validation of the turbine model in OrcaFlex, underpinned by comparison with alternative soft-
ware and research results from FOWT prototypes, as depicted in [Ros18], provides confidence
in its reliability. The software not only provides a coherent graphical interface, but also allows
for a spectrum of model modifications and enhancements, tailored to specific research objec-
tives, and offers a clear overview of outcomes. This research demonstrates the methodology
for conducting a comprehensive analysis covering both the overall dynamics of the turbine and
more intricate evaluations, including the assessment of local forces and kinematics. By harness-
ing the integration of both Python and Excel, the analytical capabilities are augmented, thereby
allowing a more streamlined result analysis process and paving the path towards process au-
tomation. Incorporating external Python functions within the dynamic analysis, called upon at
each time step, facilitates the intricate modelling of the turbine control system. Moreover, the
conducted research illustrates how this approach enables the simplification and substitution of
even essential turbine components, as exemplified in section 8. In summary, the decision to
employ OrcaFlex has been successful and its capacity for modifications allowed for a deep un-
derstanding of key parameters influencing FOWT analysis.

Turbine control exerts a significant impact on system dynamics, as evidenced in section 6.2.3
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where the dynamic effects related to negative damping are discussed, based on insights from
[Lop+22]. This influence becomes particularly pronounced when analysing the interplay of aero-
dynamic forces and turbine control, as highlighted in section 6.4. Regarding the chosen output
parameters, their utility throughout this study proves valuable. Absolute nacelle acceleration and
velocity play a crucial role in the study of local effects immediately aft the rotor, the modifica-
tion of which is a major focus of this study. Wind loads dominantly govern these parameters, as
elucidated in section 6.6. They collectively contribute to investigating the turbine’s operational
limits, both yielding similar conclusions across the research. Notably, nacelle acceleration, due
to its specific capability in exploring turbine limits described in [Zho+21], often takes prece-
dence over nacelle velocity when comparing outcomes. Platform pitch and absolute tower base
bending moment display strong correlation, demonstrated in section 6.6.1, and offer valuable
insights into the influence of modifications on overall system dynamics. Unlike nacelle accel-
eration and velocity, these two parameters are mainly driven by wind loads, acting not through
wind speed but via rotor thrust, thereby accentuating the strong influence of the control system.
Mooring line tension proves less effective in gauging model differences. It only displays minor
disparities when comparing highly simplified models to the reference.

While model simplifications across various domains are performed, section 7 delves into the
ones pertinent to turbine aerodynamics and rotor structural dynamics, offering insights that pave
the way for more ventured simplifications in section 8. One significant outcome of this sensi-
tivity analysis is that even the exclusion of minor parameters can yield substantial impacts on
system dynamics. While enhancements to the aerodynamic model show relatively minor effects,
the explored simplifications in structural dynamics yield more pronounced outcomes. This man-
ifests in terms of both reduced simulation time and differences of output parameters when com-
pared to simulations for the reference model, illuminating the delicate balance between compu-
tational speed and accuracy of results. However, the key discovery within section 7 is about the
intricate interdependence among diverse domains. Altering the structural modelling of blades
can induce direct changes in aerodynamic forces. Moreover, the linkage between hydrodynam-
ics and structural dynamics is apparent, as adjustments in the structural modelling of the rotor
lead to changes in how wave resonance influences certain output parameters, notably nacelle
acceleration.

The simplified rotor model introduced in section 8 brings about a remarkable reduction in com-

putational time, exceeding 95%. This efficiency enhancement translates into the capability to
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conduct a greater number of simulations within a confined timeframe, significantly improving
overall work productivity. Yet, it’s crucial to acknowledge that this increase in computational
efficiency does entail a trade-off in terms of output parameter accuracy. The results related to
average rotor thrust are well approximated, while variations, represented by standard deviations,
exhibit considerable underestimations. This suggests that the omission of the ’system memory’,
inherent in the reference model, leads to the oversight of important variations seen during abrupt
shifts in wind speed, as demonstrated in section 8.5.3. Regarding output parameters, the most
notable distinctions arise from the absence of a control system in the simplified model. This
discrepancy becomes most pronounced in regions where the control system’s impact is most
profound, like the transition region elaborated in [Sam-+20]. These observations indicate the ap-
propriate scope for the simplified model. It finds its utility in the preliminary stages of the basic
design, explained in [Far+22]. It is suitable for comparing different floater concepts or configu-
rations, providing a global overview of turbine dynamics to support decision-making processes.
This aligns with the context of this study, which aims to accelerate comparison between different
concepts and layouts, as discussed in section 1.4. The reduction in computational time proves
particularly valuable seen the important number of load cases required by class society, as illus-
trated in [DNV21c]. Once the floater layout is chosen, a more detailed model with a discretised

rotor representation can be used to validate results and perform more in-depth analyses.
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10 CONCLUSION

In conclusion, the performed research was a resounding success. The developed simplified
model fully meets the objective described in section 1.4, reducing computation time by more
than 95% while maintaining an acceptable accuracy, as corroborated through comparison with
the reference model. Furthermore, in alignment with the findings presented in section 3.4, the
model proves highly suitable for preliminary stages within the basic design phase. This mid-
fidelity tool allows to incorporate the intricate interplay of diverse domains, encompassing hy-
drodynamics, aerodynamics, and structural dynamics. Its speed empowers the execution of a
considerable number of simulations in a reduced amount of time, thereby significantly enhanc-
ing operational efficiency. Hence, the model could serves as a key instrument for the comparison
of different floater concepts and layouts, which, in a later stage of the basic design phase, might
be supplemented by verification and more comprehensive analyses using a model with a refined
rotor representations. Given the critical need for decision-making concerning floater layout, as
elaborated in section 1.3, the developed mid-fidelity tool has the potential to play a crucial role

in future developments.
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11 FUTURE RESEARCH

In the context of future research building upon the current study, possible progression could in-
volve refining the simplified model introduced in section 8 to enhance its accuracy. As revealed
in section 8.5.3, the absence of a ’system memory’ in this model leads to an underestimation
of thrust force variations. To address this, similar to the approach taken to anticipate rotor shut-
down, the Python code used to estimate thrust force could be adapted to incorporate system
inertia by considering blade pitch and rotor speed. Moreover, a more comprehensive investiga-
tion of the transition region from partial to full power production is recommended, as the high
complexity of this operational region leads to discrepancies for output parameters in the simpli-
fied model. Addressing the analysis of environmental loads, the present study exclusively ex-
amines unidirectional loads within the operational range of the wind turbine, where mean wind
speed stays between the cut-in and cut-off thresholds. A more extensive investigation should
focus on assessing how the model simplifications perform when subjected to wind and waves
from various directions, or under extreme scenarios such as storms and severe environmental
conditions. Of particular interest would be to investigate the impact of sudden changes in wind
direction, where the wind encounters the turbine at an angle. This situation would invalidate
the assumptions made in section 8, necessitating adjustments such as wind angle-dependent
databases. Moreover, it is advisable to test additional environmental seeds to ascertain whether
this influences the manner in which model simplifications affect results. A similar exploration
should be conducted for diverse floater layouts and geometries. Since the purpose of the simplifi-
cations is to facilitate the comparison of floater configurations, understanding whether applying
rotor model simplifications yields distinct outcomes for different floating substructures is vital.
However, it is important to remember that augmented complexity generally is accompanied by
longer computational time. Striking a balance is key; an excessively intricate model could coun-
teract the intent of the simplifications. Their purpose is not to produce the most precise results,
but to allow for rapid and reasonably accurate outcomes.

In the future, the developed simplified model can find application in comparing an extensive
database of floater layouts, by analysis and comparison of their dynamics. This could aid in
determining which concepts are most suitable for distinct sites and environmental conditions.
The reduced computational time of the simplified model would enable a greater number of com-
parisons, supporting decision-making within the industry and guiding investments towards the

advancement of floating wind technology.
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A APPENDIX - THEORETICAL BACKGROUND

This appendix serves as a supplementary resource to provide detailed explanations of the the-
oretical background of various concepts utilised and discussed throughout this paper. It starts
with a general description of the main components of a wind turbine in appendix A.1. Then,
it delves into explanations of the energy extraction mechanism employed by turbine blades in
appendix A.2, which supplies additional insights into supplementary factors that impact turbine
performance, such as the influence of the control system and the number of blades. Appendix
A.3 provides an explanation of the spectral representation of ocean waves, while appendix A.4
does the same for wind, exploring the theory of wind turbulence and long-term wind variations.
Appendix A.5 presents the theoretical background behind the Blade Element Momentum Theory,
while appendix A.6 explains how this theorem is applied within OrcaFlex. Both appendices A.7
and A.8 focus on the theoretical foundations underlying the modelling sensitivity analysis con-
ducted in section 7. Finally, appendix A.9 provides a description of the Pearson product-moment

correlation coefficient, which is frequently used throughout this report in data comparisons.

A.1 Main Components of a Wind Turbine

According to [Lop+22], various wind turbine configurations exist, with the horizontal axis wind
turbine with three blades being most prominent. The three-blade configuration offers enhanced
power production, lower cut-in wind speeds, and a favourable balance between performance
and cost, as outlined in appendix A.2.4. The wind turbine consists of three main components:
the tower, the nacelle, and the rotor. The tower is a tall structure that provides support for other
components. Its height is a crucial factor as it allows for extraction of higher wind speeds, re-
sulting in increased energy production. The nacelle is located at the tower top and houses the
mechanical and electrical components needed for power production. It furthermore incorporates
a yaw mechanism that enables the turbine to align with the prevailing wind direction. The rotor
is the rotating part of the wind turbine, consisting of the blades attached to a central hub. The
blades are aerodynamically shaped to capture the kinetic energy of the wind. As the wind flows
over them, lift and drag forces are generated, causing rotor rotation and a downwind thrust force.
Figure 50, provides a schematic overview of the principal components of a wind turbine.

The gearbox serves to increase the rotational speed of the rotor before transmitting it to the gen-

erator. However, according to [Eng20], direct-drive wind turbines exist where generator speed
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Figure 50: Wind turbine main components [Lop+22]

is equivalent to the rotor speed, reducing the number of moving parts, eliminating gearbox fail-
ure, and decreasing transmission losses. To generate electricity at a low rotational speed, the
generator in direct-drive wind turbines incorporates multiple magnetic poles to achieve the de-
sired high output frequency. Consequently, direct-drive turbines require heavier generators with
a larger diameter and are in general more expensive. As outlined in [Lop+22], there are four dis-
tinct wind turbine configurations based on the presence of a blade pitch mechanism or fixed
pitch operation and the ability to operate at variable or fixed speeds. Their influence on turbine
control is investigated in appendix A.2.5. For large turbines, the variable-speed-variable-pitch

(VS-VP) configuration is the most prominent one.

A.2 Wind Turbine Power Extraction

This appendix serves as a supplementary resource to further elucidate the concepts discussed
in section 6.2. It provides detailed explanation of the energy extraction mechanism employed
by turbine blades, offering a comprehensive understanding of the factors that contribute to the

determination of the optimal power coefficient as depicted in equation (8):
P, = 0.5pAC,V? .

To comprehend the origin of the optimal power coefficient and its variation over the tip speed

ratio, it is crucial to understand how the aerodynamic forces exerted on the turbine blades lead
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to the rotational motion of the turbine and the extraction of power. As explained in [Moul4],
the turbine blades can be conceptually divided into infinitesimal blade sections, with one such

section illustrated in figure 51.

Plane of rotation

Figure 51: Aerodynamic forces acting on an infinitesimal blade section [Moul4]

In this figure 51 the relative inflow angle ¢ is defined as the sum of the sectional angle of attack
«, the geometric twist angle ¢ and the pitch angle of the blade 3. Furthermore, the lift and drag
forces experienced by the blade section are denoted as L and D respectively. The velocity of
the incident wind is called U, and it is normal to the plane of rotation of the blade. Together
with the tangential velocity of the section, formed by its rotational velocity €2 and its radius R,
the relative wind velocity V,..; experienced by the blade section is obtained. The component of
the aerodynamic forces that contributes to the torque, thus driving the rotation of the blades, can
be expressed as [L sin(¢) — D cos(¢)]. Simultaneously, the component that contributes to the

thrust is [L cos(¢) + D sin(¢)].

A.2.1 Power, Torque and Thrust Coefficients

Previous equations reveal that the thrust, torque, and subsequently the power extracted by the
rotor are exclusively determined by the relative inflow angle ¢. Through figure 51, it is further-

more observed that the relative inflow angle is influenced by two underlying parameters: the
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blade pitch angle 3 and the relationship between the incident and rotational velocities, which

can be quantified by the tip speed ratio A, defined in equation (9) as:

. QRﬁp

Consequently, it can be concluded that the power coefficient is fully determined by two variables:

A

the blade pitch angle § and the tip speed ratio A and therefore express as C,(\, ). In a similar
manner to equation (8), torque and thrust can be represented using thrust and torque coefticients,
which are dependent on the blade pitch angle and tip speed ratio only. They are therefore denoted
as C(A, B) and C, (A, B).

A.2.2  The Optimal Power Coefficient

Article [Sar+20] provides insights into the relationship between the power coefficient and the tip
speed ratio and blade pitch. Results presented in figure 52 demonstrates that, for a given blade

pitch, the power coefficient exhibits a maximum value at a specific tip speed ratio.
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Figure 52: Power coefficient as a function of the tip speed ratio for different pitch angles [Sar+20]

The exact location and magnitude of this maximum power coefficient depend on the specific
blade geometry. In the context of figure 52, the highest power coefficient is achieved at a blade
pitch angle of zero degrees. To establish a connection between these maximum power coefti-
cients and the operational regions illustrated in figure 18, it can be inferred that for the wind

speeds ranging from cut-in to rated speed, the blade pitch angle would be fixed at zero degrees.
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Furthermore, the rotational speed of the turbine would be continuously adjusted to match the
incident wind speed, thereby maintaining a constant tip speed ratio corresponding to the maxi-
mum power coefficient. This configuration would allow for maximum power extraction. Figure
53 illustrates the relationship between the power coefficient and both the tip speed ratio and the
blade pitch angle for the NRELSMW reference wind turbine. It provides an overview of how

the power coefficient changes as these two parameters vary.

Cp -]

Figure 53: The power coefficient as a function of blade pitch angle and tip speed ratio [Lop+22]

A.2.3 Betz’s Law

As explained in [Lop+22], the power that can be extracted from the wind is inherently limited.
To comprehend this constraint, the extreme scenario can be considered where all available power
is extracted. According to the law of conservation of energy (equation (21)), this would lead to
a zero velocity behind the turbine, which is physically unattainable as it would result in fluid
particle blockage. Through mathematical analysis, a theoretical upper limit for the power coef-
ficient is derived, referred to as Betz’s law, with a value of 0.593. Consequently, wind turbines

are constrained to capture a theoretical maximum of 59.3% of the kinetic energy of the wind.
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A.2.4 The Number of Blades

According to [AIC21], the number of blades in a vertical axis wind turbine has a significant
impact on its performance. Figure 54 demonstrates the relationship between the performance
coefficient (formerly referred to as the power coefficient), the tip speed ratio, and the number
of rotor blades. The results indicate that increasing the number of blades from one to two, and
then from two to three, leads to a substantial increase in the maximum value of the performance
coefficient. Additionally, this maximum value is shifted to a lower tip speed ratio. Consequently,
a rotor with three blades enables a significant improvement in power production compared to a

rotor with fewer blades, resulting in an increase in rated power output.
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Figure 54: The effect of the number of blades on the performance coefficient [AIC21]

However, further increasing the number of blades does not yield any additional enhancement
in the maximum performance coefficient. Instead, it is observed that maximum values occur at
lower tip speed ratios. According to [AIC21], this could be beneficial since, based on the def-
inition of the tip speed ratio, maximum power production can be achieved at lower rotational
speeds. Moreover, a decrease in the cut-in wind speed can be expected, which allows the turbine
to operate within a wider range of wind speeds. Increasing the number of blades above three is
particularly significant in areas with low average wind speeds, as it can lead to a considerable

increase in annual power generation. However, in regions with favourable wind conditions, such
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as offshore locations, the additional increase in annual power production resulting from an in-
creased number of blades would be minimal. Considering the high costs associated with blade
manufacturing and installation, this slight increase in power production would not justify the
additional expenses. Hence, the three-blade configuration appears to be the most suitable choice

for turbines situated in areas with at least moderate average wind speeds.

A.2.5 Different Control Strategies

By integrating the insights provided in section 6.2 with the content presented in this appendix,
the subsequent section illustrates the benefits associated with a variable speed - variable pitch
(VS-VP) control system, as used for figure 19. Figure 55 presents the power curve corresponding
to distinct control strategies, which differ based on the implementation of either fixed speed (FS)

or variable speed (VS), as well as fixed pitch (FP) or variable pitch (VP) approaches.
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Figure 55: Power curves for different control strategies [NI23]

According to [NI23], the FS-FP (fixed speed - fixed pitch) control system represents the most
basic approach. Operating at a fixed speed enables direct coupling of the turbine’s generator to
the power grid and the absence of a blade pitch system reduces the number of movable parts,
resulting in simplified maintenance requirements. In this setup, the absence of active control
limits the potential for performance enhancement. As both the rotational speed and the blade
pitch are fixed, the turbine can operate at maximum efficiency solely at a specific wind speed
within the low-speed region. Similarly, the rated power output is attainable only at a single wind

speed. Consequently, this configuration exhibits poor power regulation and is not utilised in
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multi-megawatt turbines. Operating the turbine at a variable rotational speed is feasible when
the generator is not directly connected to the grid, allowing it to rotate independently of the
grid frequency. In the low-speed region, by continuously adjusting the rotor speed to maintain
a constant tip speed ratio (TSR), maximum power extraction can be achieved. However, due
to the absence of a blade pitch mechanism, the rated power can only be attained at a single
operating point. Incorporating a variable pitch system in the turbine control strategy enables
operation with a fixed pitch angle below the rated wind speed, while continuously adjusting the
pitch angle above the rated wind speed. This allows for the extraction of rated power across
the entire range of region III. Consequently, the variable speed-variable pitch (VS-VP) control
strategy stands out as the only approach that enables maximal energy extraction throughout the

feasible range of wind speeds.

A.2.6 Control for Floating Offshore Wind Turbines

In section 6.2.3, the challenges faced in controlling FOWTs are discussed, emphasising the cru-
cial role of the control system in mitigating dynamic effects. To expand this discussion, [Lop+22]
presents approaches on how the conventional onshore VS-VP controller can be modified to ac-
count for the complex dynamic behaviour of the floating structure. A first approach uses a col-
lective pitch control strategy, where an additional blade pitch control loop is implemented that
utilises the tower top acceleration signal as feedback. By adapting the aerodynamic rotor thrust
based on the system’s movements, the collective pitch control can help mitigate the effects of the
floating platform’s dynamics. Another approach consists of the application of individual pitch
control to counteract fore-aft pitch motion of the floater. By adjusting the pitch angles of the
upper and lower blade differently, a restoring moment is generated at the tower top to counter
the platform’s pitch movements.

It is important to note that these mitigation systems introduce additional complexity to the over-
all system and rely on mechanical components such as the pitch system. Consequently, the in-
creased use of such systems can lead to greater mechanical wear and, subsequently, necessitate
higher maintenance requirements. [Lop+22] acknowledges the presence of additional systems,
such as tuned mass dampers for structural vibration control. However, the detailed discussion

of these more advanced strategies is beyond the scope of the present study.
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A.3 Wave Spectra

According to [PK17], the representation of the actual sea state often assumes that the water sur-
face can be characterised as the sum of sinusoidal waves with different frequencies, amplitudes,
and directions. This representation allows for the modelling of the complex wave patterns ob-
served in the ocean. The wave spectrum refers to the variation of wave energy with respect to
frequency. Figure 56 illustrates the superposition of waves and the accumulation of energy asso-
ciated with each wave component, corresponding to specific periods or frequencies. The figure
showcases how individual waves combine and interact to form a composite wave pattern. As

these waves overlap, their individual energy contributions add up, resulting in an overall energy

distribution.
5 Spectral components
5 \ IF
]
$ /\/\ /\
.E v Fi |w fil - %
nal wava profile
a 2 {
: g
= = [I b

H 1 a3 5 7 9 1 13
Energy spectrum

Figure 56: Superposition of waves and classification into a wave spectrum [PK17]

[PK17] specifies that several idealised wave spectra have been developed to model different sea
states. One widely used spectrum is the Pierson-Moskowitz (PM) spectrum, which represents a
fully developed sea state. The PM spectrum assumes that the waves have reached equilibrium
with the wind due to prolonged and extensive wind action over a large water area. In contrast,
alternative research has been conducted, such as the Joint North Sea Wave Observation Project
(JONSWAP), which is applicable in scenarios where the sea state is not fully developed. The
spectral variance density S(w) for the PM spectrum and JONSWAP spectrum, denoted by equa-
tions (15) and (16) respectively, quantify the distribution of wave energy per unit frequency in
m?/Hz. In these equations, w, is the peak frequency, g is the gravitational acceleration, w is the

wave component frequency and -y is the peak enhancement factor, defining how the energy is
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spread over the range of frequencies. For JONSWAP, a depends on the reference wave height.
ag wp\ 4
S(w) =~ exp |- (<2) (15)

(16)

A comparison between equations (15) and (16) reveals that when the peak enhancement fac-
tor of the JONSWAP spectrum is equal to 1.0, the spectra are identical. However, the peak
enhancement factor being generally greater than 1.0 results in a higher peak in the spectrum
and a concentration of energy on a narrower bandwidth of frequencies. Consequently, it can
be deduced that in new and developing seas, where the JONSWAP spectrum is applicable, the
bandwidth of frequencies is narrower. This means that the wave components in such seas tend to
have similar frequencies, resulting in a more focused distribution of wave energy. In contrast, in
fully-developed seas represented by the PM spectrum, the bandwidth of frequencies is broader.
This results in the wave energy being spread over a larger range of frequencies, indicating a
more dispersed distribution of energy across the spectrum. Due to the influence of various wind
sources with different directions, speeds, and fetch lengths, waves can be generated from multi-
ple sources, resulting in the presence of multiple peaks in the wave spectrum. Following figure

57 illustrates a bi-modal sea state associated with two distinct sources of waves.
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Figure 57: Example spectrum of a bi-modal sea-state [PK17]
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A.4 Wind Spectra
A.4.1 Boundary Layer

As described in [YKK20], from a meteorological perspective, the wind profile is considered a
part of the Atmospheric Boundary Layer (ABL). The ABL represents the lowest portion of the
Earth’s atmosphere, directly influenced by interactions with the underlying surface. Moreover,
it is emphasised that for wind speeds relevant for wind turbines, turbulence is predominantly
influenced by shear flow rather than heat exchange. Furthermore, it is described that in offshore
conditions, it is reasonable to assume that the ABL has a uniform roughness over the water sur-
face and that horizontal homogeneity holds. These assumptions simplify the modelling process
and allow for the consideration of a so-called Horizontally Homogeneous Turbulent Boundary

Layer (HHTBL).

A.4.2 Wind Speed Profiles

The development of wind flow within a boundary layer introduces spatial variations in wind
speed. According to [DNV21b], these variations can be modelled by applying a wind speed
profile that accounts for the change in mean wind speed with height above the still water level.
The most commonly used approach is to assume a logarithmic wind speed profile, which can be

expressed by the following set of equations:

(17)
ut = \/E . U10

In the equations, 2 represents the height above the still water level, and z; is a terrain roughness
parameter that depends on factors such as wind speed, distance to land, water depth, and wave
conditions. The parameter x denotes the surface friction coefficient, and k,, is a constant known
as von Karman’s constant, typically assumed to have a value of 0.4. By utilizing this logarithmic
wind speed profile, the model can capture the changes in wind speed with height, providing
a more realistic representation of wind conditions within the boundary layer. The proximity
of the support structure can lead to localised disturbances in wind conditions known as tower
influence. Additional models can be implemented to take into account those local influences,

which however will not be covered here.
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A.4.3 Stationary Model and Development of Wind Spectra

In addition to spatial variations, wind conditions also exhibit temporal variations. As described
in classification standard [DNV21a], wind conditions are typically considered stationary over a
10-minute duration, with deviations within this timeframe referred to as turbulence. Variations
that extend beyond the this period are described by a long-term wind speed distribution. To
address the small-scale natural variability of wind speed within the 10-minute stationary wind
assumption, a turbulence model is employed. This turbulence model helps account for the fluc-
tuations and inherent variability in wind speed during that time frame. [DNV21b] specifies that
those turbulence can be described by the standard deviation o, around the 10-minute mean wind
speed Uyo. Similar for what was done in A.3 for waves, wind speed variations at a specific point
in space can be described in the frequency domain using power spectral density. This spectral
representation provides information about the distribution of energy across different frequencies,
revealing the intensity and dominant frequency components of the wind fluctuations. Figure 59
visually demonstrates the turbulent peak in spectral density. Furthermore, it shows that spectral
density remains low for periods between 10 minutes and 2 hours, suggesting infrequent varia-
tions in horizontal wind speed over such periods.

To illustrate how the spectrum is developed from site data using the 10-minute mean wind speed
U, and its standard deviation o, following equation (18) shows the Davenport spectrum. It was
developed to model wind over land and therefore is not accurate for offshore applications. Nev-
ertheless, it is useful to understand the principle of wind spectra. In this equation L,, is a length

scale of the wind speed process and is generally taken equal to 1200 meters.

3 \ U1o

2
Su(f) = o? ) -/ (18)

RN
(1+ (42) >

A.4.4 Offshore Wind Turbulence Models

According to [DNV21a], several turbulence models have been developed specifically for mod-
elling offshore wind conditions. These models take into account both the spatial variation of
wind speed at different elevations and the temporal variation based on the spectral distribution
of wind. Certain turbulence models even have the capability to consider three-dimensional fac-
tors that influence wind speed variations. Following figure 58 gives an overview of the most

prominent turbulence models for offshore conditions.
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Turbulence model No. components Industry source Reference Additional comments

Kaimal 3p Y Wind turbine IEC 61400-1

Freya iD Oil and gas DNV-RP-C205 Also referred to as
NPD.

APIL iD Oil and gas API

ESDU 3;p Wind turbine ESDU Modified form of von-
Karman. Also, referred
to as 'improved von
Karman'.

Mann 3p Y Wind turbine IEC 61400-1 Might be a problem to
produce long wind files
in practice, due to 3D
coherence.

1) 3D: carrelation of u, v and w components of wind speed in space.

Figure 58: Summary of commonly used wind turbulence models for offshore conditions [DNV21a]

According to [Orc23b], OrcaFlex provides the capability to implement three different turbu-
lent models: those developed by the API (American Petroleum Institute), ESDU (Engineering
Sciences Data Unit), and NPD (Norwegian Petroleum Directorate). Comparing the turbulence
models in figure 58, it can be observed that both the NPD and API wind spectra are designed
to model one-dimensional wind flow, whereas the ESDU spectrum is more suitable for three-
dimensional wind flow. Given the focus of this paper on uni-directional wind flow, the ESDU
spectrum is not selected as the preferred choice. According to [DNV21b], the NPD spectrum
is designed to provide a more refined representation of wind turbulence in the low-frequency

range and is therefore is chosen for this study. As by [Orc23b], the spectrum is defined by:

~ \ 0.45 _ 1-5/3n
St =320k () 1+ (19)
where n is equal to 0.468, U, is the reference mean wind speed and f is defined as:
_ 2N\2/3 [ Uy —3/4
— 172 (—) . 2
fz)=172f (5 (10) 0)

It is important to mention that the power spectral density S(f, z) incorporates both spatial and

temporal variations of wind speed and therefore is expressed in [(m/s)?/H z].

A.4.5 Long-Term Wind Variation

The aforementioned wind turbulence models primarily focus on modelling wind speed varia-
tions at the timescale of minutes or seconds. However, [Sia+21] indicates that these models

are not suitable for capturing wind variations over longer time periods. This suggests a need
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for alternative models to accurately represent long-term wind variations. [Sia+21] categorises
wind variations into several levels, each being caused by different phenomena and therefore
necessitating the use of distinct models to achieve accurate predictions and forecasts. Figure
59 illustrates the spectral density variation of wind with respect to time periods, demonstrating
the distribution of energy within different temporal scales. Three distinct peaks are observed,
each corresponding to one of the primary sources of wind speed changes. The first peak corre-
sponds to turbulent variations, encompassing fluctuations in wind speed occurring at the scale of
seconds or minutes. The second peak denotes diurnal variations, which encompass wind speed
changes based on the time of one day. These changes are influenced by temperature fluctua-
tions between day and night. Finally, the largest peak corresponds to synoptic wind variations,
which are influenced by the movement of weather systems and subject to seasonal and annual
effects. This research does not delve into the modelling of wind speeds associated with long-
term variations observed around the diurnal and synoptic peaks. However, these variations are
crucial for calculating the return period of wind speeds and can be represented through statistical

approaches, such as the utilisation of a Weibull distribution.
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Figure 59: Horizontal wind speed spectral density as a function of the wind frequency [Sia+21]

101



A.4.6 Comparison of wind and wave spectra

Comparing the distribution of power spectral density of waves and wind offers valuable insights
into the distinct characteristics of these phenomena. In the wave spectra (as seen in appendix
A.3), one or multiple peaks are observed, typically occurring at periods between 5 and 20 sec-
onds. In contrast, wind spectra exhibit peaks at much higher periods, as clearly illustrated in fig-
ure 59. These differences are reinforced by a direct comparison of the two spectra in figure 60.
Analysing these spectra together with observations from [Sia+21] and [GKD17] reveals signifi-
cant dissimilarities. Waves display a well-defined oscillating pattern, characterised by regularly
spaced peaks and troughs, reflecting their inherent oscillatory nature. On the other hand, winds
tend to maintain a relatively constant profile, in which the only short-term variations are due to
turbulence. These turbulent variations lack the organised oscillatory behaviour seen in waves,
showing a more irregular behaviour instead. In conclusion, according to [Vel+19], waves, with
their well-defined oscillations at much lower periods, pose a greater risk for resonance phenom-

ena in offshore structures compared to wind.
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Figure 60: Comparison between the power spectral density for wind and waves [GKD17]
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A.S Blade Element Momentum Theory

As by [LRS21], the Blade Element Momentum Theory (BEMT) is a model that assesses the per-
formance of a propelling or extracting turbine based on its geometric properties and the char-
acteristics of the interacting flow. BEMT combines two theories, namely the Blade Element
Theory and the Momentum Theory, which is further divided into the Axial Momentum Theory

and the Tangential Momentum Theory.

A.5.1 Axial Momentum Theory

According to [Moul4], the rotor of a wind turbine is regarded as a uniform actuator disc that
introduces a pressure discontinuity in a steady, incompressible, and uniformly homogeneous

flow, as depicted in figure 61.

Actuator disc A R Stream tube boundary

Figure 61: Stream tube with indicated velocities [Mou14]

Applying the principles of mass, momentum, and energy conservation on the 1D stream tube
passing through this actuator disc, the Axial Momentum Theory derives expressions for the mass

flux r, thrust force 7', and power extracted by the actuator disc P,,:

m = pUlAl == pUdAd - pU4A4

T =m(Us—U) @1

| Pow=TUs= s (U = U})
In these equations, U; and A; are the velocities and sectional surface areas of the stream tube
shown if figure 61 respectively and p is the fluid density. By defining the axial induction factor
a as the decrease of the wind velocity at the rotor plane U, with respect to the free stream wind

velocity U, (denoted as U in figure 61):
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(22)

the axial thrust can be expressed as:

T =m(Uy—Uy) = pU22a(1 —a)A, , (23)

with A, the surface area of the rotor plane.

Figure 62: Division of the surface area of the rotor plane into annular rings [Moul4]

By dividing the rotor surface area into annular rings, as shown in figure 62, the axial thrust force

is expressed as a function of the radius:

dT(r) = pU%4a(1 — a)rr dr (24)

A.5.2 Tangential Momentum Theory

As by [Moul4], the Tangential Momentum Theory derives an expression for the torque in the
rotor plane by applying the conservation law for angular momentum to an infinitesimal ring of

the rotor disc.

dQ(r) = mr (wir — wyr) (25)

Where 1 represents the mass flow passing through the rotor plane, wyr and wyr correspond
to the rotational velocities of the upstream and downstream flows respectively, and r denotes

the radius of the annular ring of infinitesimal thickness. By utilising equation (22) and the first
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equation in (21), and assuming a uniform and non-rotating upstream flow (which allows us to

set wy to zero), the torque in the infinitesimal ring expresses as follows:

dQ(r) = pUs2(1 — a)riwym dr | (26)

where w, represents the wake rotation in [rad/s], which can be expressed in terms of the angular

induction factor o/, describing the following relationship:

wy = 2a'Q . (27)

Finally, by combining equation (26) and (27), the torque expresses as:

dQ(r) = pUsdd' (1 — a)r*Qr dr . (28)

A.5.3 Blade Element Theory

According to [Moul4], the Blade Element Theory is employed to assess the acrodynamic forces
exerted on individual sections of the blade, taking into account their geometric properties and the
inflow angle. The flow is assumed to be steady, incompressible, and two-dimensional, as well
as uniform, homogeneous, and non-turbulent. For each section along the radius of the blade, the
angles and velocities can be defined as depicted in figure 63.

By defining the relative inflow angle ¢ as the sum of the sectional angle of incidence «, the

geometric twist angle # and the pitch angle of the blade :

p=a+0+p5, (29)

the contribution of the thrust and torque per section dr are expressed in terms of the lift and drag

forces acting on that particular section.

AT (r) = B3pU%, (Creos(d) + Cusin(9)) ¢ dr (30)

dQ(r) = B3pUy.

rel (Cl 81n<¢) - C1d COS(¢)) cr dr
In the given equations, B represents the number of blades,  denotes the radial position, and ¢
the chord length of the local section. The lift coefficient is represented by C), while the drag

coefficient is denoted by Cj. To accurately calculate the relative velocity U,., it is necessary to
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Plane of rotation

—QR

Figure 63: Angles and velocities for a blade section [Mou14]

consider the rotational velocity of the blade. By referring to figure 63, the following expressions

for the relative velocity and relative inflow angle can be determined:

Unet = ) (U1 = 0))* + (2 (1 +a))?

¢ = arctan (gj‘z(li‘f; )

€1y

where U, corresponds to the free stream fluid velocity in [m/s] and €2 to the rotational velocity

of the blade in [rad/s]. By using the speed ratio, which is defined as

Qr
A = —, 32
o (32)
it is finally possible to derive a relation between the two induction factors:
1l—a
t = 33
< a=1—tan(p)\, (14 d) (34)
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A.5.4 General Principle of the Blade Element Momentum Theory

As explained in [Moul4], when the Momentum Theory is coupled with the Blade Element The-
ory, it gives rise to the Blade Element Momentum Theory, which is used in practice to analyse and
assess the forces and performance of a rotor. By combining the expressions for thrust and torque
derived from both methods, specifically equations (24) and (28) for the Momentum Theory, and

equation (30) for the Blade Element Theory, the following system of equations is obtained:

UZ4a(1 — a)mr = BegU?Z, (Cicos(¢) + Cysin(¢))

(35)
4d'(1 — a)User®Q = Beg U2, (Cysin(¢) — Cycos(e))
Combining those equations with (31) and (34), we obtain the following set of equations:
(
¢ = arctan (ﬁ)
a=¢—(0+p)
(36)
a__ _ Be(Cy(a)cos(¢)+Cy(a) sin(¢))
(1—a) 8mr sin(¢)?
o' _ Be(Cy(a)sin(¢)—Ca(a) cos(¢))
. (1+d)) 47r sin(2¢)

For a given wind velocity, blade geometry, and operating conditions, this system of equations
provides a complete description of the problem. With the availability of aerodynamic data for
each section of the blade profile, an iterative approach can be employed to solve these equa-
tions. The iterative scheme used in BEMT involves initialising the induction factors with an
initial guess, which are then updated at each iteration. The influence of the wind velocity and
operating conditions is captured by the speed ratio )\, defined in equation (32). Once this set of
equations is solved, additional properties such as thrust and torque can be determined. This can
be accomplished by applying either the equations derived from the Momentum Theory (equa-
tions (24) and (28)) or the Blade Element Theory (equations (30)). By repeating this procedure
for every section dr along the radius of the blade, a solution for the entire blade can be obtained.

Summing up the sectional values of thrust and torque provides the total thrust and torque per

blade.
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A.6 Aerodynamic Loads in OrcaFlex

As described in [Orc23b], the implementation of the BEMT model within OrcaFlex is slightly
different to the one described in appendix A.5. However, they rely on the same principles. Aero-
dynamic loads due to the wind inflow at velocity w and incidence angle « are calculated indi-

vidually at the aerodynamic centre of each blade mid-segment illustrated in figure 64.

Aerodynamic
i centre

Geometry

Effective
twist

Mominal rotor plane

Figure 64: Blade section modelling in OrcaFlex [Orc23b]

The lift force (fL), drag force (fp), and pitching moment about the z-axis (m,) can be expressed

as follows:

fu = 3pAG(0)|w]?

fo = 3pACu(a)wl]? (37)

2

| = 1pAcCry()|w]?
where p represents the air density, ¢ denotes the chord length, A corresponds to the element
area (which is the product of the chord and the segment length), and C), Cy, and C;, are the lift
coefficient, drag coefficient, and moment coefficient, respectively.

The Blade Element Momentum Theory is utilised to consider the induction effects caused by the
rotor. This theory involves the calculation of the axial and tangential induction factors, denoted

as a and a’ respectively. These factors are used to express the inflow velocity w as a function of

the free stream velocity v. It is assumed that there is no flow along the blade axis, resulting in a
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relative flow in the z-direction of zero.

wy = (14 a')vy (38)

As the turbine element in OrcaFlex supports a pre-cone angle, as well as blade deflection, a
nominal rotor plane frame of reference is defined for each blade segment and it is in this plane
that the BEMT method is applied. The lift and drag coefficients in this nominal rotor plane

depend on the angle of attack o and express as:

Cx(a) = Ci(a) cos ¢ + Cy(a) sin (39)

Cy(a) = Cy(a) cos ¢ — Ci(a) sin ¢
Where ¢ is the angle between the inflow velocity w and the nominal rotor plane y-axis. Further-

more, two non-dimensional parameters x and «’ are defined as:

K — C)f(‘;)
4F sin“ ¢ ( 40)
_ oCy(a)
K = — Fmsons
where o is the local blade solidity, defined by:
o= @1)
2mr

and ng the number of blades, ¢ the local chord length and r the instantaneous radius. The term
F is used to incorporate additional correction factors, and its value is 1 when no correction is
applied. The expression of the axial induction factor a depends on the operating region of the

turbine. In the momentum/empirical region (¢v, > 0), it is given by:

K ifk < 2
a—= 4 " 3 (42)
NVR otherwise
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In the propeller brake region (¢v, < 0), the expression is:

(43)

a =
11—k

The empirical coefficients are defined as follows:
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71:2FR—(§—F)

Yo =2Fk — F (= F) (44)

V3 = 2Fk — (£ — 2F)

The tangential induction factor, in contrast, is independent of the region and expresses as:

T ifv, >0
a = (45)

— !/ .
TI;’ otherwise

[Orc23b] finally defines the residual function R(¢) as:

R(¢) = fiquz — (1= ) cos (46)
Yy

The equation R(¢) = 0 is solved iteratively to determine the values of the induction factors.
These induction factors are then used to calculate the inflow velocity w, which is further used
to compute the aerodynamic loads acting on the blade section. OrcaFlex employs a bracketed

root finding algorithm for the iterative scheme.

110



A.7 Turbine Aerodynamic Model Enhancements

This appendix provides a detailed presentation of the theoretical foundations underlying the
aerodynamic model enhancements utilised in section 7. The majority of explanations are sourced

from the OrcaFlex website, supplemented by additional in-depth research where necessary.

A.7.1 Tip and Hub Losses

According to [Bral7], when comparing a two-dimensional wing configuration to a three di-
mensional wing with finite span, significant differences in both kinematics and dynamics are
observed. These disparities, commonly known as "’tip losses”, are most pronounced at the outer
sections of the rotor blades. They arise due to the circulation flow that occurs at the wingtip,
where the pressure equalises between the suction and pressure sides of the airfoil. In addition
to tip losses, there are also ”hub losses” present at the inner sections of the rotor blades. These
losses occur due to the obstruction caused by the tower and the turbine hub. The presence of
these structures disrupts the flow near the hub, resulting in lower air velocities, altered flow
angles, and changes in the aerodynamic forces experienced by the blades. These effects are cor-
roborated by [Moul4], where a comparison was made between BEMT and CFD results. The
study revealed that the BEMT method yields accurate outcomes for blade sections located in
the middle. However, in regions near the root and tip, the BEMT method tends to overestimate
the pressure differences between the suction and pressure sides of the blade, leading to an over-
estimation of the aerodynamic forces.

To account for the impacts at the blade extremities, OrcaFlex has the possibility to integrate
a correction factor ' = Fy, Fi,yp into the computation of the induction factors, as described in
equations (40) and (44) provided in appendix A.6. According to [Orc23b], Prandtl’s loss factor

correction is utilised and can be expressed as:

. -2 -1 S OVAS | o S
Fip = 7 cos {exp < 27'B (m+rhub)|sin¢|)}

_ 2 -1 1 x
Fhub = COS {CXp <—§n3m> }

where x, represents the blade length, x is the unstretched mid-segment arc length, ng denotes

(47)

the number of blades, and r,,, corresponds to the hub radius. In the absence of tip loss correction

or hub loss correction, the values of Fy;, and Fj, are equal to one, respectively.
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A.7.2  Dynamic Inflow

According to the documentation provided in [Orc23b], the general BEMT method incorporates
the equilibrium wake assumption, meaning that the induced velocities are calculated directly
from the instantaneous flow conditions. This assumption implies that the wake reacts instan-
taneously to changes in the flow. This principle is applied in equation (38), where the term
vg = (—avy , a'vy , 0) corresponds to the quasi-steady induced velocity. However, in real-
ity, the wake response takes time to adapt to changes in the flow conditions. To account for
the physics associated with the delayed wake response, the Qye Dynamic Inflow Model can be
optionally activated. This model incorporates a series of first-order filters to approximate the
”dynamic induced velocity” v4. Consequently, the inflow velocity w used in equation (37) is
now expressed as w = v + vq instead of w = v + v,. The filters applied in this dynamic model

correspond to solving the following set of equations:

: 1 : 1
Uit = 7Vq + 0.60q — ~Vi

Vg = & (Vjne — v4)

(48)

2
= {0.39 ~0.26 (2 ) ] r

where r, represents the maximum instantaneous radius, v, denotes the mean disturbed flow

\
velocity, and a represents the mean axial induction, each calculated over all blade elements.

A.7.3 Skewed Wake Correction

To account for the non-uniform flow patterns in the wake resulting from the rotational movement
of the wind turbine rotor, OrcaFlex provides the capability to incorporate a skewed wake correc-
tion by adjusting the induction factor ”a” defined in equations (42) and (43). This modification

is defined as:

Agkew = @ <1 + FSL tan g sin w) , (49)
r

X

with v the segment azimuth angle, x the wake skew angle and F a user-specified skewed wake
factor. Although [And+14] indicates that the effects of a skewed wake are most pronounced
during yaw operation, it also suggests that skewed wake effects can occur even under normal

operating conditions due to the uneven distribution of flow velocities in the wake caused by rotor
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rotation. Therefore, despite the uniform wind direction assumed in the conducted simulations,

it is important to investigate the potential significance of skewed wake effects.

A.8 Structural Dynamics

This appendix presents a thorough explanation of the theoretical foundations underlying the

modelling sensitivity analysis of the rotor structural dynamics conducted in section 7.

A.8.1 Structural Damping

As described in [Geo18], structural damping quantifies the rate of energy dissipation during vi-
brations. In numerical simulations, the mathematical Rayleigh damping model can be employed

to address two specific objectives:

1. Account for energy dissipation at low shear strain levels.

2. Dampen out spurious oscillations that arise in the high-frequency domain. These oscilla-
tions, often accompanied by high-frequency noise, can lead to computational instability,

particularly in systems with a large number of degrees of freedom.

The utilisation of Rayleigh damping helps mitigate these issues and improves the accuracy and
stability of numerical analyses. When utilising an implicit integration scheme, Rayleigh damp-
ing is available in OrcaFlex for both line elements and turbine blades. As stated in [Orc23b],
Rayleigh damping in OrcaFlex entails the creation of a system damping matrix C, which is
used to determine the damping loads incorporated into the equation of motion (3). Two types
of structural damping are available, the first being the Classical Rayleigh Damping, where the

damping matrix is formulated as

C =uM + )\K , (50)

with M and K representing the structural mass and stiffness matrices, respectively. The co-
efficients ;4 and A are the mass and stiffness proportional Rayleigh damping coefficients. The
second type of structural damping the Separated Rayleigh Damping, which divides the stiffness
matrix and coefficient to its contribution to axial, bending and torsional deformation, allowing

for different damping ratios and writing as
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C = uM + \K, + MK, + MK, . (51)

where K ,, K, and K, are the stiffness matrices associated with axial, bending, and torsional
deformations, respectively. The coefficients \,, A, and \; represent the damping ratios for each

deformation mode.

A.8.2 Finite Element Representation:

According to [Orc23b], the most accurate and therefore most prominent method for modelling
lines or pipes in OrcaFlex is the finite element method. As shown in figure 65, the discretised
line model consists of a series of straight model segments with a node at each end. The model
segments represent the axial and torsional properties of the line, being represented as spring-
damper elements. All other properties of the line, such as mass, buoyancy, drag, etc. are modelled
at the nodes, whereas each node includes the properties of the two half-segments at either side.
All forces and moments are then applied at those nodes, with the exception of the weight that

can be applied with an offset.

Actual Pipe Discretised Model
End A
' &I,Nodct
Segment 1 — Segment 1
—
/ —— <:§ Node 2
\
Segment 2 2 Segment 2
)
1
W Node 3
%
) N
7,
Segment 3 Segment3 £
- i End B %,

Figure 65: Finite element modelling of pipes and lines in OrcaFlex [Orc23b]
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A.9 Pearson Product-Moment Correlation

According to [Sta20], the Pearson product-moment correlation coefficient, commonly repre-
sented as r, is used to quantify the strength of a linear relationship between two variables. The
coefficient measures the degree to which the data points deviate from the best-fit line that repre-
sents the relationship between the variables. In other words, it assesses how well the data points
align with the proposed linear model. According to [PODO08] the Pearson correlation coefficient

for a samples of size n with the two variables x and y expresses as:

n n

= = .0 ) 52
" n—lz< S )( Sy ) n—lzz’zy’ (2)

i=1 =1

with the mean, standard deviation and standard score defined as:

T=— T, (53)

Se= | —— S @w—a? (54)

. (“"” - x) | (55)
Sq

To provide insight into the origin of these relations, figure 66 illustrates the standard scores of

a sample with two variables, x and y. In regions I and III, the product of the standard scores
(22, * 2y,) 1s positive, indicating a positive relationship between the variables. Conversely, in
regions II and IV, the product is negative, indicating a negative relationship. In figure (a), where
a positive correlation (r > 0) is observed, the product of the standard scores is predominantly
positive. On the other hand, in figure (b), a negative correlation (r < 0) is evident as the product
of the standard scores is mostly negative.

In [Sta20], the connection between the distribution of a sample and the value of the correlation
coefficient is made, as illustrated in figure 67. Additionally, [PODO0S8] states that correlation
coefficients with absolute values below 0.5 indicate a weak correlation, while coefficients above
0.8 indicate a strong correlation. It is important to note that the correlation coefficient does not
represent the slope of the line of best fit. A correlation coefficient of +1 or -1 indicates that there
1s no variation between the data points and the line of best fit. In other words, the data points

perfectly align with the line.
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Figure 67: Sign and value of the Pearson correlation coefficient for different samples [Sta20]
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B APPENDIX - ADDITIONAL EXPLANATIONS

This appendix provides supplementary information that supports the choices and decisions made
in the main body of the paper. While not critical to the main analysis, these details are important
for a comprehensive understanding of the study. Appendix B.1 justifies the selection of the
reference wind turbine and provides details about certain characteristics. Additionally, appendix
B.2 delves into the analytical expression and the physical interpretation of the torque and thrust

factors employed in section 8.4.3.

B.1 Choice of the Reference Wind Turbine

To study the modelling of floating offshore wind turbines, a reference configuration must be
selected. In section 2, a semi-submersible floater type is chosen as substructure. The size of the
turbine is selected based on observations from the offshore wind industry. In recent years, a trend
of increasing turbine sizes has been seen, from 3 MW in 2010 to 8 MW in 2016, with a projected
target of 15-20 MW turbines by 2030, as discussed in [IEA19]. Considering the aim of this study
to facilitate dynamic modelling for future years, a turbine of 15 MW size is therefore chosen.
The selected turbine is the 15 MW Offshore Reference Wind Turbine provided by the IEA Wind
TCP Task 37. This choice is based on the availability of extensive information in literature. For
the reference floater, the VolturnUS-S Reference Platform developed at the University of Maine
(UMaine) is chosen. This selection is based on the substantial amount of information available
in literature and the availability of a predefined OrcaFlex model, which will be used as a base
case for dynamic analyses. Detailed descriptions of the reference wind turbine and the floating
substructure can be found in the technical reports [Gae+20] and [All+20], respectively. Key

values are available in figures 77 and 78 in appendix C.3.

B.1.1 Control System and Turbine Performance

Special attention is dedicated to the performance of the FOWT across its operational wind speed
range, spanning from 3 to 25 m/s. The control strategy employed is a variable speed-variable
pitch (VS-VP) controller, as depicted in figure 68. Just below the rated wind speed of 10.59 m/s,
the blade pitch remains fixed at 0°, and above the rated wind speed, the pitch angle is increased
to maintain a constant rotor speed of 7.56 RPM. Figure 68 highlights the constant tip speed ratio

(TSR) inregion 2, which is desirable for optimal power extraction, as discussed in appendix A.2.
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It is important to note that the thrust force reaches its peak at the rated wind speed, resulting in
the highest aerodynamic forces experienced by the turbine.

D /’ 3
__—'_.__,_-—-"'
T T T T
3 5 10 15 20 25
Wind Speed [m/s]
— Blade Pitch [7] m— Rotor Speed [RPM] — Gen. Torgue [Mi-m] TSRI[-]
(a) Controller regulation trajectory
eg. Region
= 5 2
% 20 : : : 3.00 _
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5 1 =
g 54— F0.75 §
: 2
&-} 0 T T T T 0.00
3 5 10 15 20 25
Wind Speed [m/s]
= Generator Power [MW] e Rotor Thrust [MN]
(b) Power and thrust curve
R eg. Region
1.0 :
Design Point
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(c) Aerodynamic performance coefficients

Figure 68: Performance and operation of the 15-MW Reference FOWT [Gae+20]
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B.1.2 OrcaFlex Model

From [Orc23a], an OrcaFlex model for the above described reference FOWT is obtained. Mi-
nor discrepancies exist between this model and the data presented in [Gae+20] and [All+20].
However, as the focus of this study is on exploring model simplifications, these differences are

considered minor and the representation provided in [Orc23a] is considered as reference.

B.1.3 Finite Element Representation of the Rotor

As outlined in section 4.3.4, modelling of wind turbines in OrcaFlex is done through the incorpo-
ration of FAST software. To account for aerodynamic forces, the BEMT model is employed, as
detailed in appendix A.5. To accurately capture the aerodynamic behaviour, a refined represen-
tation of the blades is necessary. Figure 69 illustrates the adoption of a finite element approach
to model the blades. Each node along the blade corresponds to a specific acrodynamic shape,
determined by a predefined wing type with known lift and drag coefficients, named C; and C in
equation (30). Given that each blade spans a length of 117 meters and is divided into 50 nodes,
the computation of aerodynamic loads constitutes a significant portion of the simulation time

and requires considerable computational efforts.

Figure 69: Finite element representation of the rotor as an assembly of wing types
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B.2 Torque and Thrust Factors

In this appendix, an analytical expression and a physical interpretation of the torque and thrust
factors used in section 8.4.3 are given. Furthermore, section 8.4.3 explains how these factors are
integrated and applied in the Python code for simulations.

The torque 7orque and thrust factor r s are both obtained through an empirical approach, utilis-
ing simulations for the reference wind turbine. In this process, the ramp-up time and thrust force
at zero rotor speed are extracted from the simulations. By observing patterns and trends in the
data, it is postulated that both the thrust factor and the torque factor can be approximated using a
tangential hyperbolic function. To determine the specific parameters for the hyperbolic function,
a sensitivity analysis is conducted. This involves running multiple simulations with varying pa-
rameters and evaluating the resemblance of the resulting ramp-up stages to the reference model.

Through this analysis, the most suitable parameters are identified and selected.

B.2.1 Torque Factor

It is assumed that this factor depends solely on the wind speed v. Physically, this factor indicates

the part of the torque that is independent of the rotor speed and is analytically expressed as:

Ttorque(V) = 0.5 — 0.49 tanh(v — 5) , (56)

with the resulting relationship depicted in figure 70 below.

1.0

ﬁ\

. \

0.0

Torque factor [-]
o
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/
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Wind speed [m/s]

Figure 70: Evolution of the torque factor r(que as a function of the wind speed

To understand the dependency of aerodynamic torque on rotational speed, equation (31) can be
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consulted. It provides an expression for the relative inflow angle, corresponding to the angle at
which the air interacts with the blade. From this equation, it becomes evident that the manner
in which the rotor experiences torque is contingent upon the ratio between the incident wind
speed and the rotational velocity. When wind speeds are high, small deviations in rotational
speed do not significantly impact the relative inflow angle. However, for lower wind speeds,
even minor fluctuations in rotational speed result in substantial variations in the relative inflow
angle. Consequently, these variations directly influence the lift and drag forces encountered by

the blade.

B.2.2 Thrust Factor

In section 8.4.3, a thrust coefficient denoted as 7y 1S introduced to account for the portion of

thrust that remains independent of rotor speed. Its analytical expression is given by:

2
Pt (V) = 0.04 + 0.6 tanh <1(§00> , (57)

and the relationship is illustrated in figure 71 below. It was determined through analysis of the
reference model, as explained at the beginning of this appendix. From figure 71 and equation
(12), it is seen that for higher wind speeds, the proportion of the thrust that is independent of

rotor speed is greater.
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Figure 71: Evolution of the thrust factor ry,,s as a function of the wind speed
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C APPENDIX - Database

This appendix contains data referenced throughout the report. Appendix C.1 presents the cur-
rent status of floating offshore wind projects, as well as plans for upcoming years. Additionally,
appendix C.2 shows an overview of modelling tools utilised for different domains of floating
offshore wind turbines. Appendix C.3 offers a detailed overview of the layout of the reference
wind turbine used in this study, focusing on both the turbine and the floating substructure. Fur-
thermore, appendix C.4 specifies the design load cases defined by DNV, while appendix C.5

provides the database for the rotor simplified model employed in section 8.

C.1 Overview of Floating Wind Projects

This appendix presents a comprehensive overview of the current state of floating offshore wind
projects. Figures 72, 73 and 74 provide a summary of both upcoming and existing wind projects
in Asia, Europe and America respectively. Additionally, a map displaying global projects and

prototypes, sourced from [Que23], is included to offer a worldwide perspective.

. W E—
Project Country Status COD Capacity ater Developer vurblne Substructure
(MW) Depth (m) Rating (MW)
Fukushima floating Marubeni
offshore wind farm Japan Installed 2013 2 120 2 Semisubmersible
phase 1 Corporation
Fukushima floating Marubeni
offshore wind farm Japan Installed 2015 5 120 5 Semisubmersible
phase 2 Corporation
TODA
Sakiyama Japan Installed 2016 3 100 2 Spar
Corporation
Kitakyusu (NEDO) Japan Under construction 2019 3 70 NEDO—Ideol 3 Semisubmersible
Equino—
Hitachi Zosen Japan Permitting 2024 400 - - Semisubmersible
Hitachi
Macquaire Japan Planning 2025 500 100 Macquaire
Ulsan South Korea Financial close 2019 0.75 15 Consortium 0.75 Semisubmersible
Donghae KNOC South Korea Planning 2027 - - Equinor—KNOC
Ulsan shell South Korea Planning 2027 200 - Shell—Hexicon - Semisubmersible
Ulsan Macquaire South Korea Planning 2027 200 - Macquaire
Ulsan SK South Korea Planning 2027 200 - SK—E&S
Ulsan KF South Korea Planning 2027 200 - KF Wind—PPI - Semisubmersible
Floatinf W1N Taiwan Planning 2025 500 - Eolfi—Cobra

Figure 72: Asia’s floating wind projects [Dia+22]
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Capacity Water Turbine
Project Country Status COoD Developer Substructure
(MW) Depth (m) Rating (MW)
Eolink 2/10 scale
France Installed 2018 0.2 10 Eolink 0.2 Semisubmersible
prototype
Floatgen project France Installed 2018 2 33 Ideol 2 Barge
Groix Belle llle France Approved 2021 24 62 Eolfi 6 Semisubmersible
Provef:rzfrand France Approved 2021 24 30 EDF 8 Tension Leg Platform
Eolmed France Approved 2021 24 62 Ideol 6.2 Barge
Les Eoliennes Flotant Engie, EDPR, Caisse
du Golfe du Lion France Approved 2021 24 71 de Depots 6 Semisubmersible
GICON
Schwimmendes Germany Financial close 2022 2.3 37 GICON 2.3 Tension Leg Platform
Offshore Fundament

SOF Pilot
Hywind Demo Norway Installed 2009 23 220 Unitech offshore 2.3 Spar

TetraSpar

Norway Financial close 2019 3.6 200 Innogy, Shel, 3.6 Semisubmersible
Stiesdal
Demostrator
Hywind Tampen Norway Permitting 2022 88 110 Equinor 8 Spar
NOAKA Norway Planning 2023 - 130 Equinor. Aker, BP - -
Windfloat Atlantic Portugal Financial close 2019 25 50 Windplus 8 Semisubmersible
DemoSath—Bimep Spain Approved 2020 2 68 Saitec offshore - Semisubmersible
technologies

X1 Wind

Spain Approved 2021 - 62 X1 wind - Tension Leg Platform

prototype—Plocan

Floating Power .

Spain Approved 2021 - 62 FPP 8 Hybrid wave power

semisubmersible
Plant - Plocan
Hwind Scotland
UK Installed 2017 30 100 Equinor 6 Spar

Pilot Park
Dounreay Tri UK Approved 2021 10 76 Hexicon 5 Semisubmersible

Kinkardine

. UK Installed 2018 2 62 Cobra 2 Semisubmersible
Offshore wind
farm—Phase 1

Kinkardine

. UK Under construction 2020 50 62 Cobra 9.5 Semisubmersible
Offshore wind
farm—Phase 2

. . N . . . ,
Figure 73: Europe’s floating wind projects [Dia+22]
Capacity Water Turbine
Project Country Status COD Developer Substructure
(mMw) Depth (m) Rating (MW)

Castle Wind USA Planning 2027 1000 900 EnBW 8 Semisubmersible
Redwood coast USA Planning 2025 150 550 EDPR—PPI 8 Semisubmersible
Aqua Ventus | USA Planning 2022 12 100 University of Maine 6 Semisubmersible

Oahu North USA Planning 2027 400 850 AW Wind 6 Semisubmersible

Oahu South USA Planning 2027 400 600 AW Wind 6 Semisubmersible

Progression Wind USA Planning 2027 400 650 Progression Wind 6 Semisubmersible

Figure 74: America’s floating wind projects [Dia+22]
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C.2 Summary of Modelling Tools
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Figure 75: Summary of main modelling tools (I) [Far+22]

125



eand = Y4 ‘erorewod = Q) ‘9omos-uado = O ‘dnoid 10 AmnsuT YoIreasar = DY ‘Ansnpur = NT asudorauswdorordq

urewop-own = (I, ‘urewop-Aouanbary = .1 uone[NWIS
pauyep 19sn = [ [oNu0d meA =D& {[onuod anbioy paads d[qerrea = DILSA {[onuod yaid opeiq = Ddg [onuo)
oTwWRUAp = NA(J (XIIBW SSUPNS = JA[S ‘ssew padwun| = JA'T JUSW[ a)Iuy = 7, ‘oness-isenb = g0 soTwreuAp SuLIOOJ
[epowr = QOIA JURW[ AMUY = F ‘Apoq-nnul = A ‘XLNRW SSAUPNS = NS (Apoq p1Su = gy "ukp onng
uonewrxoxdde s, uewmaN=yN ‘uonenbe urewop Aouanbaiy = g ‘uonenbs surwwun) = go
‘uonouny 1aysuer onerpenb = 1,0 Jup ueaw = QA Serp oneapenb = Q) ‘uonenba uosLLON = A ‘K109 [enudjod = 14 SOTweuApoIpAH

x1jew Surdwep = ( Ssnay)
otureukp pardy = L {[epow jutod Jo1enoe = NJV ‘sorwreukp ping feuoneindwod = (D {MOPUT OTWEUAD = [(J {X3I0A

AYeM-221] = A M [[BIS d1WRUAp = §( ‘9yeM OIWBUAP PIZI[eIuds = D ‘A109Y) WNjuAWoW JudW[2 ape[q = LINII SOIWRUAPOIDY
(10T uas[oyeg

Ad ‘O1d ad VIN H4 ‘SO a9 q4a4 VIN pue Sur[£3) LAOANIM
(z661

0D ‘NI ad V/N NS AON ‘9d  ddd (VN +an+1d V/IN 99T pue UBWMIN) LINVM
(6107

Ad Oy dlL dn DX DLSA Odd T Fd ‘SO d4 ‘9N ‘O ao+dD +1d ‘AN 1a+SA+(Mdo ‘LNAEG) urys pue uyy) 8A LSVA+N0N

Ad O dl‘ad DLSA Odd S ‘SO (4N UIrDIAS ‘dIN ‘AOIN 4d4d ‘1D ‘AN AV  (80T0T ‘[e 30 Jowwd ) MOTS

0D ‘NI al DX ‘DLSA Ddd 9N ‘SO ‘NS dIN ‘dON AO+HD ‘N dD AMA TA+SA+MAD ‘LNFD)  (1T0T T8 12 eyrey) yoedwrg
(T10T
D[SUAyoRg pue S19quiIQ)

Ad ‘O1d al DLSA Odd cE 34 3D ‘N SAHMAD ‘LNAL) UAPOIOY +XOIY-+OWIS
(T20T MALNTIVIN)

0D ‘NI al an DLSADdd 14 ‘SO'NS Hd ‘N (VN+AIN)+AO+ED ‘HIN Ia+SA+LNAd (XHT14T9/0ONIS) VINIS

AsuROITHuAWdO[oAd  UOnENWIS [onuo) SurrooAr soTwreuAp 1onng SOTueUApOIPAH SOIRUAPOIOY

Figure 76: Summary of main modelling tools (II) [Far+22]
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C.3 Reference Wind Turbine
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Figure 77: General arrangement of the 15-MW reference FOWT [All+20]
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Parameter Units Value
Power rating MW 15
Turbine class - IEC Class 1B
Specific rating W/m? 332
Rotor orientation Upwind
Mumber of blades 3
Parameter Units Value
Control Variable speed Hull Displacement m? 20,206
o Collaciive pileh Hull Steel Mass t 3.914
Cut-in wind speed m/s 3
Rated wind speed mis 10.59 Tower Interface Mass t 100
Cut-out wind speed m/s 25 Ballast Mass (Fixed/Fluid) t 2,540/11,300
Design tip-speed ratio 90 Draft m 20
Mlnlrﬂum rotor speed pm 5.0 Frochosr - 15
Maximum rotor speed rpm 7.56 Vertical Cantar ot Giavity
; : ertical Center of Gravi :
Maximum tip speed m/s a5 from SWL m -14.94
; Vertical Center of i 1363
Rotor diameter m 240 Buoyancy from SWL :
Airfoil series FFA-W3 Roll Inertia about Center 2
Hub height m 150 of Gravity kg-m 125t
Hub diameter m 7.94 Pitch Ir1_erha about Center kg-m? 1 251E+10
Hub overhang m 11.35 of Gravity
Rotor precone angle deg 4.0 :fagrgﬁtma about Center kg-m? 2 367E+10
Blade prebend m 4 y
Blade mass t 65
Drivetrain - Direct drive
Shatt tilt angle deg 6
Rotor nacelle assembly mass t 1,017

Figure 78: Properties of the IEA Wind 15 MW Offshore Reference Wind Turbine [Gae+20] (left) and the
VolturnUS-S Reference Platform [All+20] (right)

C.4 Design Load Cases

The subsequent pages contain tables presenting the various design load cases (DLCs) defined
by DNV available within the DNV-ST-0437 standard [DNV21c¢]. These DLCs serve as a cru-
cial reference for evaluating the performance of a floating offshore wind turbine model. By
encompassing both 'normal’ and ’extreme’ environmental configurations, these DLCs provide
a comprehensive understanding of the diverse scenarios that floating structures may encounter
and must withstand. The presented DLCs help to define the environmental load cases in this

study, as discussed in section 5.2.

128



anyp dy sy
ISIW = |s3uauun) 40 uonnguasip | "9A >AMA > g
N/4 n/4 | n/d uoljewloy ad1 | 40 YIMN ON NI ‘SIW | "qod juior SSN WLIN L'T
SSS'Sp = S | M0, > anu, s Uiy
N n - dTMN IWON INN ‘oD SSS WLN 9'T
[FMYAISHIT = SH| 3™°A > 9MA > Yia
N n n ISK IWON INN ‘oD SSN SM3 ST
abueyo s/wz+"N"ATs
uonoauip | [YAIPHIT = °H | /w z - A =9
N n n ISKW WON puim ‘STIN SSN aon3 71
[FYAISHIZ = SH| ™A >9MA > Ya
N n n ISKW IWON INN ‘a0D SSN W13 €1
n:c> \QH \mI
ISW = [suauind jouonnguasip [ 1"9A >9MA > Uip
N/4 n/4 | n/4 40 4TMN ON INW ‘SIW | *qo4d julor SSN WLN T
. (VNY Ajuo - aJoysyo) AUl o
(sz'1) Speo| 9Wa.1Xd JO [FMAIPHIT = °H A >TEA > TN :uonPNpPo.d
N n n uonejode.xa 104 ISKW IWON INN ‘aod SSN WLN TT damod (T
o o
3 z 1ana7  |sjuaaind Ayjeuon 34ip
> > anem sarem
J0joe) 3 IS Ja3em eas uoneni
VAETES o 3 1SUOIIPUOD 12430 pue puim uoIIPUOD PUIM 27a Aenis
je1ied :
SIsAjeuy

JO adAy

uonIpuUOD aulley

129



ISKW < [ syuamuno [OAYAISH]T = SH | 3O > NUp > Ui
N/4 n/4 | n/Ad 10 ¥IMN ON INN ‘0D SSN dMN 1°€| dnues (g
(0z'1) [TYAISHIZ = SH [ A >9Ma > Yp
N n n ybnouyy apit 3neq ISW WON INN ‘a0D SSN dMN S'¢
1Iney uopdUNy
|043u0d JaAe| Auewud
10 >JOMIBU [BDLIIID[D s . o ] "
JO SSO| J0 3|nej WaISAS ISW 2 | sjusauno [TYAISHIT = °H [ "7 > 9MA > Yip
N/4 n/4 | n/4d |0J43U0d [eWION [ 10 HTMN ON INN ‘0D SSN W1IN v'e
3JOMIDU [BOLID3D
Jo sso| buipnpul
Iney 2oL [FYAIPHTT = SH | ™A >9MA > YA [AjlsAneussyje
N n n leutajul 1o [euta3xy IS WON INN ‘a0D SSN W1IN €
>JOMIBU [BDLIIIR[D o
Jo sso| buipnpul iM%/ pues
1ney [BDLI3)9 [TYAISHIZ = SH | /wz F A =9MA
v n n |eutaiul 1o eulaixy ISW WON INN ‘a0D SSN 903 £
3iney
uoppuny uopdazo.d
J19Ae| Auepuodas
10 3Ine} WasAs [TYAISHIT = SH | ™A >MA > g
v n|n 1043U0D [RWLIOUGY ISW|  WON INN ‘d0D SSN WLN ze -ines Jo
32U344N220
3INeJ UoIIDUNY |043U0D - . . . " +
J9Ae| Adewd 10 yney [TMAIPHIZ = °H| "9 >MA >tA uoIPNpo.d
N n n W33sAS [043U0D |eWION IS WON INN ‘0D SSN WLIN T'C Jamod (2
o o
P 3 jore7  |suauny Anjeuonsaiip
10308y 3 3 Jo3em eos anem sarem
Apjes | @ | @ SU0LIPUOD 43430 pue puim uomIpuod puIm o7a Honenis
. o ’ ubisaqg
|ei3ied :
SisAjeuy

Jo 8dAy

uoIpuUOo) auLey

130



pa109|9s AjWopuel aq o
lleys dois Adusbuawa - . H A _uxmw dois
8y Jo awn ayy 18 [MAISHIZ = H | /wz F A =9 Aouabiawy
N n n uonisod yinwizy IS WON INN ‘aod SSN IWLN T's (s
Mo, ANy, S UL,
sjulod W13 10
PURSIP 9 WNWIUW "
10} U3SOYD JUSAS - . H A _um_mm
uUMOpINYS 3y} pue [TYAIPHIT = *H | /wz F A =99
N n n | 3Isnb au3 jo Buiwn ayL IS WON INN ‘d0D SSN 503 4%
ASW < | syusaund [AMAISHIT = 3H [ 3"°A >9MA > Yp umopinys
N/4 n/4 | n/A4 40 ¥TMN ON INN ‘aod SSN dMN Tv |ew.oN (¥
A pue
s/WwzFA
wmr_m.cu n s s ‘ul n
uoalIp Nn_ s\: I.Nm =°H N = a s\_
N n n IS WON puIm ‘ST SSN odad [
LYY S TY)
W13 40
%A pue
sjulod punsip 's/w z A
# WNWIUIW J0J Uasoyd - . o R
JUaA® dn-Je3s ay3 pue [MNAISHIT = 5H A = 9np
N n n | 3Isnb au3 jo buiwn ayL IS WON INN ‘d0D SSN 5013 ze
(@) o
R 3 jona7  |sauaany Al mm_.\\_omﬂmt P sone
Jo308) g 3 e eas M uoienyis
Apges | & | @ :SUORIPUOD JBYIO pue puim uoIPUOD PUIM 27a i
ubisag
jeed
SIsAjeuy

JO 8dAJ

uoIpuUOD aullep

131



3Jl0oM3au |B211303|9 Jo
sso| buipnjou; !paxled
3|Iym JnolAeyaq
auiginy jewdou ay3 , 1SUOI}IPUOD
In = T's;y — S Tao — any
w0y suoneinsp n=n H="H N =""A ney pue
v n n s9onpoud ey 3ned HIMN WO3 INW ‘SIW SSs3 WM3 T paxJed (£
aJnypnns 'n=n VSH = SH TA = 9Mp
N n - uo uonew.oj a1 dTMN WO3 INW ‘SIW SS3 WM3 SS9
upw‘_\’
qny, d, ss 7 qny ino
BuIlp! BuLINp N L BH| 20 > A > 0N
saipuanbauy jeanjeu ISW < | syusaund 40 uonnqlnisip pue YA > M
N/d n/4 | n/d 40 uonebnsaAuI [ 10 YIMN ON INW ‘0D | *qo.d julor SSN WLN 9
bap ozF
JO Juswubijesiw mep
Juswubijesiw In=n ﬁ\wI =Sy TA = anup
N n n MmeA awa13x3g YIMN Wo3 INW ‘SIW SS3 Wm3 €9
o08TF
J0 Juswubijesiw mex
sHomiau %n=n 0S°H = *H Pip = 9
A n n |B211303[3 JO ssO7 M3 Wo3 INW ‘SIW SS3 Wm3 9
(Buiips
abeddi|s meA a|qissod 10 ||nS
6op 8 %Sn=n 0s'syy = Sy Bip =9 Buipues)
N n n 40 Juswubifesiw mex M3 Wo3 INW ‘SIW SS3 WM3 9 paied (9
o o
P 3 IELEY] sjuaiin) Ayjeuona.ip
10308) S S 12381 oS anem sarem
A o @ : pue puim uonemis
SEYEN o o /su01Ipuo) 43430 uonipuod puim o1a ubisag
jenied !
SIsAjeuy

JO 2dAy

uoiIpuUO) auliey

132



JUSAS |ewdouqe n=n Ly =°H A =99
4 n - - eduwt |9ssaA Alddng dTMN WO3 INW ‘d0d Ss3 WIN 9'8
JUaAS |ewWIOU o . ]
- speoj 4a1dodijay pue n=n Ly =H L = anip
N n - 1oeduw [3SSaA DIAISS YTMN WD3 INW ‘d0D Ss3 WLN 9’8
andp dy sy
poliad uonejeisul IS = | syusaand 40 uonnqlisip S VA ]
N/4 niA4 | - Buunp pub oN| 10 YIMN ON INW ‘0D | *qoud juior SSN WLN '8
SJUDJIND 10 SIABM ) .
‘pPUIM 0} DNP SUONRIqIA n=n VSH = °H A = 9Mp
N/4 n/4 | n/4 padnpul-Xa3loA JTMN WO3 INN ‘0D Ss3 WM3 €'8
Jiedau ,
n
pue asueudjuew SjUaLIND VSH = SH TA = 9Mp
v n n | ‘uonejeisul ‘podsuel] YIMN ON INW ‘a0D Ss3 WM3 '8
Jiedad pue
Jainjoenuew Jaunpejnuews soueUBjULRW
JaJnjoejnuew oyl \Aw .omammum ay1 Aq hmﬁam ‘uone||eIsul
ay1 Ag p=1els aq |[eys SjUa.IND 8q 03 1% = °H| 8q o3l =9Mp ‘Jodsuel)
N n n suopjipuod ubisag dTMN ON INW ‘a0d SSN WIN '8 (8
AMA €L SH
ISIN < | S3uaLund 40 uonnqLiasip oA > anip
N/4 n/4 - 40 ¥TMN ON INW ‘A0 | *qo4d juior SSN INLN 'L
o o
? 2 jore7  |sjuaaind Awjeuonsaiip
10108y 3 3 orem eos anem sanem
A 3 3 : pue puim uonemis
19/€s ® ® ‘suonipuon 19430 : uonIpuo) puIMm J7d ubisaq
jened !
SISAjeuy

JO adAy

uoIpuUoD auLiey

133



C.5 Database for Rotor Simplification

C.5.1 Database for the Thrust

Table 12: Database for acrodynamic thrust at different wind speeds for the rotor simplified representation

Wind Speed [m/s] Thrust [KN] 20 987.41
0 0.00 20.5 969.59
0.5 5.73 21 952.07
1 22.94 21.5 938.61
1.5 51.61 22 919.10
2 91.75 22.5 901.96
2.5 143.36 23 889.42
3 206.44 23.5 875.61
3.5 280.99 24 866.10
4 367.00 24.5 851.86
4.5 464.49 25 841.53
5 573.44 25.5 831.19
5.5 693.86 26 820.86
6 825.75 26.5 810.53
6.5 969.11 27 800.19
7 1035.26 27.5 789.86
7.5 1198.39 28 779.53
8 1359.64 28.5 769.19
8.5 1465.58 29 758.86
9 1585.62 29.5 748.53
9.5 1768.83 30 738.19
10 1864.82 30.5 727.86
10.5 1775.90 31 717.53
11 1687.86 31.5 707.19
11.5 1634.10 32 696.86
12 1611.52 32.5 686.53
12.5 1597.18 33 676.20
13 1528.30 335 665.86
13.5 1464.43 34 655.53
14 1405.47 34.5 645.20
14.5 1346.41 35 634.86
15 1289.38 35.5 624.53
15.5 1246.60 36 614.20
16 1211.04 36.5 603.86
16.5 1179.61 37 593.53
17 1141.73 37.5 583.20
17.5 1107.31 38 572.86
18 1081.09 38.5 562.53
18.5 1057.30 39 552.20
19 1037.25 39.5 541.86
19.5 1010.73 40 531.53
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C.5.2 Database for the Blade Pitch

Table 13: Database for blade pitch at different wind speeds for the rotor simplified representation

Wind Speed [m/s] Blade Pitch [deg] 20 15.04
0 3.44 20.5 15.56
0.5 3.44 21 16.08
1 3.44 21.5 16.58
1.5 3.44 22 17.09
2 3.44 22.5 17.58
2.5 3.44 23 18.07
3 3.44 23.5 18.56
3.5 3.44 24 19.04
4 3.44 24.5 19.52
4.5 3.30 25 21.44
5 2.84 25.5 54.10
5.5 2.25 26 87.97
6 1.57 26.5 90.00
6.5 0.82 27 90.00
7 0.06 27.5 90.00
7.5 0.00 28 90.00
8 0.00 28.5 90.00
8.5 0.00 29 90.00
9 0.00 29.5 90.00
9.5 0.02 30 90.00
10 0.73 30.5 90.00
10.5 2.08 31 90.00
11 3.23 31.5 90.00
11.5 3.98 32 90.00
12 4.66 32.5 90.00
12.5 5.33 33 90.00
13 6.18 33.5 90.00
13.5 7.01 34 90.00
14 7.79 34.5 90.00
14.5 8.52 35 90.00
15 9.21 35.5 90.00
15.5 9.87 36 90.00
16 10.50 36.5 90.00
16.5 11.12 37 90.00
17 11.72 37.5 90.00
17.5 12.30 38 90.00
18 12.87 38.5 90.00
18.5 13.43 39 90.00
19 13.97 39.5 90.00
19.5 14.51 40 90.00

135



C.5.3 Database for the Aerodynamic Torque

Table 14: Database for aerodynamic torque at different wind speeds for the rotor simplified representation

Wind Speed [m/s] Torque [kKN.m] 20 19786
0 0 20.5 19786
0.5 1.60 21 19786
1 6.01 21.5 19786
1.5 13.46 22 19786
2 24.46 22.5 19786
2.5 39.95 23 19786
3 127.33 23.5 19786
3.5 578.89 24 19786
4 1152.94 24.5 19786
4.5 1879.43 25 19786
5 2850.97 25.5 0
5.5 4036.74 26 0
6 5442.27 26.5 0
6.5 7064.16 27 0
7 8888.12 27.5 0
7.5 10236.68 28 0
8 11606.93 28.5 0
8.5 13043.90 29 0
9 14539.70 29.5 0
9.5 16027.64 30 0
10 16690.28 30.5 0
10.5 16658.06 31 0
11 17364.30 31.5 0
11.5 18446.77 32 0
12 19500.71 32.5 0
12.5 19786 33 0
13 19786 33.5 0
13.5 19786 34 0
14 19786 34.5 0
14.5 19786 35 0
15 19786 35.5 0
15.5 19786 36 0
16 19786 36.5 0
16.5 19786 37 0
17 19786 37.5 0
17.5 19786 38 0
18 19786 38.5 0
18.5 19786 39 0
19 19786 39.5 0
19.5 19786 40 0
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